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L. FOCUS AND SCOPE

Auger electron spectroscopy (AES) has been utilized as a technique for
elemental identification and trace analysis at the surtface of solids for many
years.l Indeed. AES has become a widely available and almost indispensable
technique for determining surface cleanliness. surface coverage, and sputter
depth protiles. AES has also been recognized as a source of chemical
information. Usually this is in the form of spectral "finger prints" to identify the
chemical nature of various atoms. This has become so common that many surface
chemists can recognize on sight the C KVV derivative Auger spectra (i.e.
dN(E)/dE, where N(E) is the Auger intensity at electron kinetic energy. E) for
graphite. metal carbides or diamond, 23 or the Si Ly3VV Auger spectra for Si.
SiOy. or metal silicides.* Another source of chemical information is from the
Auger chemical shifts,5.6.7,8.9 10.11.12

AES has however the potential to provide much more information. namely.
detailed electronic structure information. such as orbital hybridization. electron
delocalization and correlation, screening effects. charge transter. bonding. and
covalency. Such information-can be obtained from a thorough understanding of
the factors contributing to the Auger spectral line shape. and a quantitative
interpretation of the line shape. AES has not realized its full potential because
these are formidable tasks, but significant progress has been made in recent vears.

Our focus is to critically evaluate the suitability of Auger spectral line
shape analysis as a source-of electronic structure information. This significantly
narrows the-scope of this review. The nature-of this article is not to-review the
extensive literature on Auger spectroscopy. That is a task much too big to do
adequately here. Three whole books.on Auger spectroscopy have recently

appeared which trace the development of AES and summarize the proceedings of
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a recent international conterence on AES.13:14:15 A number of review articles
on AES have also appeared over the last 10 years, making 4 literature review
unnecessary and unwise. 16,17.,18.19.20,21,22.23,24,25.26.27.28.29,30.31
Further. we do not intend to examine more qualitative techniques for gaining
chemical information, such as Auger chemical shifts or fingerprinting. nor do we
examine the area known as "quantitative” AES, which-deals with the absolute
intensitv of the Auger signal and provides for elemental analysis of

surfaces.32:33:34 Thus we are concerned primarily with spectral line shape or

protiie in the N(E) mode. not the absolute intensity, nor even the-absolute energy.

aithough the iatteris often considered as part of the line shape.

I am writing this review with two aims in mind. First, it is written for the
novice-or beginner who wants a-quick primer in Auger spectroscopy. Thus it is
written from an intuitive point-of view. The number of equations is kept to a
minimum. Second, in this review I hope to survey the recent work, say within the
last 10 vears, and offer suggestions where Auger line shape analysis is headed in
the future. both experimentally and theoretically.

in the section on the "Past”. the foundations of Auger line shape analysis
aré described. To obtain chemical or electronic structure information from AES
requires two-major efforts: first one must extract a true Auger line shape, A((E)
(in the N(E) mode rather than in the dN(E)/dE mode), from the raw Auger
spectrum, and second. one must derive a theoretical framework for semi-
quantitative interpretation of that line shape. We summarize current methods for
extracting the iine shape, examine basic concepts for understanding the line
shape, and-summarize-a theoreticalframeworkfor-extracting electronic structure
from the line shape.

In the section describing the "Present”, we review a wide range of recent

applications. each with a view toward understanding and appreciating phenomena
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important for interpreting the line shape in that svstem. The line shapes most
heavily studied over the years include those of the low Z metals (e.g. Be. Li, Na.
Mg. and Al). those of C and Si, and of various other metals and their oxides and
halides. We shall emphasize these elements. We-examine spectra for gas phase
molecules. adsorbed molecules, and solids (metals, semiconductors. and |
insulators).

In the section on the "Future”, we examine new directions. and attempt to
encourage work in areas which I feel have promise for providing interesting and
enlightening new results.

Il. THEPAST-PROVIDING THE FOUNDATION
A.  Extracting the Line Shape

The difficulty with obtaining a quantitative Auger line shape is well known.
particularly with electron beam excitation. 3> It exists because the relatively
small Auger signal sits on top of a large backgreund. consisting of the
backscattered (redistributed primaries) and secondary electrons arising from the
electron beam which initiated the Auger decay. In addition. the Auger signal
itself is-distorted due to the inelastic losses which the Auger electrons sufier on
their-way out of the solid.

1 1oving the bg

Several techniques exists for removing the large background. These can be
itemized as follows. |
4. Recording the Derivative Signal

The most common:technique in practice. especially in the early years of

using AES-for-surface-analysis. is to record-the-derivative. dN(E)/dE = N'(E).

spectrum. Since the background is normally-slowly varying with-energy relative to
the Auger signal, N'(E) suppresses the background and emphasizes the Auger

signal. Although N'(E) isvery useful for spectral "finger printing” as discussed
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above, a quantitative removal of the background from N’(E) is difficult, It is
generally more probiematic to quantitatively remove the background from N'(E)
than from N(E).Ramext
b. N ic: al f N

The most helpful technique for removal of the background from N(E) is to
utilize some analytical expression to approximate the background function, and
numerically remove the background by fitting this expression to the upper and
iower energy wings of the Auger signal. Ramext A¢ energies above 200 eV. often a
simple linear background is sufficient, Below 200 eV, the Sickafus function,

A *(E+¢) ™ has been found to-be 4 reasonably good approximation to the
secordary spectral-distribution, where ¢o is the work function of the sample
material.3® Recently. some theoretical justification for this power law behavior
has been obtained.37 The coefficient, A, appears to be related to the-number
density of valence band electrons. The exponent, m, is seen to dependupon the
balance between the elastic scattering strength and the energy dependence of the
inelastic mean free path. The exponent mis found to be around 0.8 - [.0for a
iarge number of metallic elements. with only a slight dependence on Auger peak
energy.38 Ramaker-et al.have previously used a variation of the Sickafus
functionfor the secondaries. and a Bethe function for the redistributed
primaries Ramext

Figure I illustrates the extraction of the S L3V V'line shape from a
powdered sample of Li;SO4 pressed onto an In substrate. This case truly tests the
capability to extract the line shape because the Auger electrons around 100- 150
eV lie in theregionwhere the redistributed-primary and-secondary electrons
contribute about eyually to the background, To account for this, the analvtical
expression

B(E) = A E/[(E+E)(E+0)™] + BIn(Egp)/Eqp" + C. (1)
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was utilized where E¢pp = (Ey-E)/Ep. The terms primarv and secondary refer to
the source of the electron (i.e. primaries originate from the initial excitation
beam, secondaries originate from the solid). Of course the indistinguishability of
the electrons precludes this distinction; nevertheless. this terminology is often
used in the literature.

The first term in eq. 1. the secondary contribution. is essentially the
Sickafus expression (E+¢) ™ multiplied by an-escape fuctor E/(E+E). where o
and Eg are the work function and the escape-probability parameter respectively
(here Eg = 0.35). In the second term, the redistributed primary function. Ep and
Ey, are the primary electron beam energy and the binding energy of the iargest
loss contribution just above the Auger energv. The exponents m and n are
nonlinear parameters found to range experimentally from 1.5-3.0 and 0.8-1.5
respectively (their theoretical values are 1.5-2:and .?.,r'espectivelyR“me-“). The
linear coefficients A. B. C are obtained froma least squares fit of eq. | to the high
energy wing of the N(E) spectrum and some-estimate of the low energy wing as
pictured in Fig. la. The actual low energy wing can not be used since as Fig. Ib
shows. the distorted (experimental) Auger line shape tails off slowly to lower

energy.

¢.  Experimental Techniques

Conventional electron-excited AES not.only creates-a large background of
backscattered and secondary electrons. the inténse primary beam can cause
sample damage, sample charging problems in-insulators, and desorption of
adsorbed layers. X-ray induced AES (XAES)-has become farmore popular in
recent years, because it utilizes much lower beam fluxes reducing sample charging
and damage, and the magnitude of the background signal.fug—gle

Two new experimental approaches almost completely eliminate the
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background. In one method, low energy positrons are used to remove core
electrons by matter-antimatter annihilation, which then allows the core excitation
to reiax via the Auger process.32 Positron induced AES (PAES) essentially
removes all problems with background removal, since the low energy (< 10 eV)
positrons do not produce any secondary electrons above 10 eV. ’I“he second
method. the technique ot Auger photoelectron coincidence spectroscopy
(APECS) utilizes the simultaneous detection of a4 core photoelectron and an
associated Auger electron to eliminate the background. The background is
eliminated because only those electrons originating from the same excitation
event are counted in the spectrum. Although originally proposed over 10 years
ago-by Haak et al. 49, the increasing uvailabiiity of synchrotron sources makes this
technique much more feasibie today,41+42 Since the latter two techniques will be
more important in the future. these two techniques will be discussed further in the
section on new directions. Sec. [V.B.

2. val of Dis

Removal of the distortion effects due to electron energy loss of the Auger
electrons as they escape from the solid is accomplished by deconvolution with a
backscattered spectrum, L(E)., with primary energy at or near the principal Auger
energy as shown in Fig. 1b.43 Mathematically this can be written

A(E) = J Ai(e)L(E-¢)de. (2)
wihere A and A are the "experimental” and "true” Auger line shapes. In practice
A(E) is obtained by an iterative deconvolution procedure due to Van Cittert44,
modifications of this approach.43 or by some filtered Fourier transform
~ approach46.47, The deconvolution also removes experimental resoiution effects
of the analyzer since the elastic peak of L(E)-has been broadened by this same
amount. The relative-intensities of the-loss and elastic contributions to L(E) must

be weighted differentlyv to account for the different geometrical relationships of
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the Auger and backscattered electrons; i.e. the internallv created Auger electrons
traverse the solid escape region once. the backscattered electrons twice. In
practice this is-accomplished Madden py weighting the loss contributions such
that A(E) has zero intensity at the low energy wing of the spectrum as shown in
Fig. lc. Several papers on background and-inelastic loss removal have been
published recently.contini ,48.49,50.51

The extraction-of the Auger line shape from the experimental data is
unfortunately not a straightforward and simpie procedure. Otften greater
differences exist between A(E) obtained by different authors. than existed
between the original N’(E) or N(E) data..indicating that different choices for the
background or deconvolution procedure-introduce the wide variations. rather
than the recording of the experimental data or preparation of the sample.Ramex‘
Fig. ic shows-two final results obtained from-two different background estimates
and gives-some estimate of the uncertainties.involved. We cannot overemphasize
the importance of recording the Auger spectrum over a sufficiently wide-energy
range and thenforcing the low energy wing of A(E) to be zero and flatover a 20 to
50 eV energy range. such as in Fig, lc. Although this is not always trivial to
accomplish. it can be obtained by taking several iterations on the background
estimate. This-is the only way of assuring that one is obtaining a reasonabie resuit
for A(E).Ramext
B.  Basic Concepts

Before providing a general theoretical framework for quantitatively
interpreting Auger line shapes. we discuss some basic concepts.

The Auger electron has a kinetic-energy. Eyy. equal to the difference
between the initial core hole state. E¢. and-the final two-hole state. Ey + E, +

; . 52
Uyy. thus.
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Egyy = E¢ - Ey - By - Uy, (3)

In eq. 3. the E’s are the corresponding binding energies relative to the Fermi-or
vacuum level. [It makes no-ditference as long as all binding energies and the
kinetic energy is defined relative to the same reference. Often Eyyy, is measured
reiative to the vacuum level of the spectrometer and the E’s relative to the Fermi
levei. in which case the work furniction of the spectrometer, o = 5 eV, must be
subtracted from the right hand side of eq. 3. Unfortunately, in the literature it is
often not made clear what the reference is for Egyy.] Uyy is'the hole-hole
repulsion energy hetween the final-state holes. Uyy can also be referred to-as the
difference between the first and second ionization potentials.
2. The Nature of the DOS §:

A basic conceptin-AES concerns the nature of the density of states
(DOS) retlected in the line shape and the localization of the final state holes. Fig.
2 helps illustrate some of these concepts for several gas phase hydrocarbons.53
The sensitivity of AES to local hybridization (sp3. sp2, sp) is clearly demonstrated
by the CHy, CaHy, and CoH line shapes. Recently a very simple 4-level modei
was used to qualitatively show that the changes reflect the different energy
spiitting of the 2p orbitals (i.e, the 2p orbitals split into 1, 3, or 2 ditferent 2p
energy levels, respectively) under the-different local symmetries or
hybridizations.>* The insensitivity to substituent effects is demonstrated-by the
CH,. CH30H. and (CH3)20(ull sp3) line shapes. The normal alkanes show a
broadened sp3 line shape. The cyclic.alkanes show a progression from the;spz 1o
the‘sp3 line shape as the bond-angle strain decreases. These trends indicate that

AES samples a site specific-DOS. i.e. the DOS specific to that atom with the initiai

core hole.
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Fig. 2 also shows that the principal peak energy tor the alkanes is
unchanged in spite of the increasing size of the molecules. This suggests that the
final-state holes are'not completely delocalized about the molecule in these
svstems, otherwise Uy, should decreuase as the molecule size increases and
increase the kinetic energy R¥ealk However, if the holes were completely
localized on the methyl group having the initial core hole, we would expect the
line shapes to be essentially the same for all- alkanes. which clearly is not the case
either(e.g. the CH4 and C3Hg line shapes-are very different in Fig. 2). The holes
are apparently delocalized over just a few methyl groups, hence the similarity in
the C,Hyp 42 line shapesforn = 3 (see Sec. [11.C below).

A selt-fold of thé appropriate one-electron density of states (DOS). o (E).

e*p(E)= [ p(E-e)p(e)de. (4)
is known to represent a first approximation to the line shape.33 Hence. almost ali
line-shape analyses-start with a determination of the one-electron DOS. Very
often an empirical procedure-is-used to obtain the DOS. Photoelectron
spectroscopy (x-ray or ultraviolet. XPS or UPS) is often used independently.
Others use a combination of x-ray emission (XES) and XPS. along with theoretical
caiculations.3® Fig. 3llustrates a procedure for obtaining the DOS for
cyclohexane. The dipole selection rule inthe K, x-ray emission process means
that the XES spectrum®” reflects the p DOS. The Final State Rule (to be
discussed later) also indicates that XES reflects the DOS in the finai state (i.e. in
the-absence ot the core hole) and not those of the initial state (i.e.. in the presence

of a-core hole).58 The Mg K. XPS spectrum®® in Fig. 3 reflects primarily

_the-s DOS with a small component.of the p DOS (actuallys + {1/14}p).89 This

small p component can easily be removed-from the XPS spectrum to obtain the s

DOS. The XES and XPS spectra are normalized to give the weil-known sp3

electron-configuration for all alkanes.
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Many of the molecular orbitals (MO’s) in the alkanes have primarily either
carbon-carbon (C-C) or carbon-hydrogen (C-H) bonding character.®1 In the
Auger spectrum, it has been shown previously €2 that final states involving these
different MO’s have ditferent hole-hole repulsions. Therefore, the p DOS must
be separated into the pc-c and pcpy components. This can be accomplished by
identitving each MO as having either C-C and C-H character upon examining the
. orbital structure as reported by Jorgensen and Salem.Salem Eour such structures
are shown in Fig. 3a. showing for example that the 2&11g MO has primarily s
character. the 2ey has some s and pcy character, and the 3e; and lag, MO's have
PcH and pce characters, respectively. Using the appropriate identification for
each MO. the relative intensities obtained from a GAUSSIAN 82 calculation®3
shown in Fig. 3. and the widths from-the semi-empirical DOS. the s. pcc. and pecy
components can be obtained.
3. T [t ' Wid
Severai arguments can-be given for utilizing semi-empirically derived DOS.
even for simple molecuies. Ramhyde Eirst most one-electron theoreticai
calculations do not include electron correlation effects and therefore do not give
sufficiently accurate binding energies. Second, the semi-empirical DOS inciude
approximate widths for each orbital feature. Assuming the XES and XPS spectra
utilized to obtain the DOS were measured at sufficiently high resolution. these
widths primarily reflect broadening due to the vibrational state manitold of the
final state which project onto the core initial state in XES, or the ground state in
PES. The DOS self-fold. p *(E)then-has twice the vibrational broadening
consistent with the Auger two-hole final state,
Fig. 4 illustrates why the vibraiional widths in the Auger profile are
expected to be larger thanfor-photoemission.®4 Since the equilibrium bond

length shift, | Q2-O | .is-expectedto be larger than | Q|-O | . as shownin Fig.




i

‘ Ramaker 14
4, the energy widths are expected to be larger because of the steeper two-hole
potential curve near the Franck-Condon region. However. Matthew has
determined that if the core lifetime is much less than a vibrational period. and if
the electron-phonon coupling and linear dielectric response are linear. then the
widths for photoemission and Auger processes are comparable for the case of
localized holes in ionic crystals.Matthew g the other hand. for rare gases
physisorbed on metal surfaces. the Auger width (FWHM) will be about 3 times
greater thanthe PES-width. Other accurate calculations for the O molecule
indicate that the Auger width is about a factor of 2 greater than the PES width
(i.e. that a PES self-fold is a reasonable approximation to the Auger widths).85
Thus-the self-fold of PES-or XES data may not accurately reproduce the Auger
widths, but it appears to be 4 good first approximation to them. at least for
moiecules when vibrational broadening dominates.

Cini and Andrea have determined that in highly electron correlated solids.
the broadening is dominated by two-hole resonant hopping. and that phonon
broadening is-very small in this case.6® In general it appears that core-hole
lifetime broadening is not important. However. there are speciai cases where the
core lifetime can be so short that not only does it introduce broadening consistent
with the Heisenberg uncertainty principle. but severe distortions to the line
shape. Inthese rare cases the Auger process cannot be considered as an isoiated
eventoccurring after the core-hole excitation. but must be considered in tandem
with the initial excitation.67 These effects often appear as plasma gain satellites
resulting from incomplete relaxation of the core-hole prior to the Auger
decay.58:69 [f the coupling between the plasmon field.and the valence atomic

orbital is large compared to-the level width. severe distortions may also occur as 4

result of plasmon interaction in the final state,”9
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It is important to:include the vibrational widths of the various orbital states
for a quantitative interpretation of experimental spectra, at least for molecules.
Often sophisticated techniques are utilized to obtain the one-electron DOS.
without considering the vibrational widths. After calculating the energies and
intensities by theory. a bar diagram (i.c. zero widths) is then compared with the
experimental data. Sometimes a constant broadening of all lines is utilized.

Using these procedures, the presence of satellites sometimes has not even been
recognized. particularly when the normal kvv line shape accounts for all of the
major teatures.

Fig. 5 gives an example of this problem for ethane. The bars indicate the
intensities and energies obtained from a Hartree-Fock, self-consistent-field.
configuration interaction (HF-SCF-CI) calculation. Clearly most of the features
in the experimental spectrum appear to have a bar under them. suggesting that the
kvv line shape can account for the entire experimental spectrum. The curve
labelled "THY" was obtained by broadening each bar with 4 Gaussian of constant
width. chosen to provide optimal agreement with the experimental curve (this is
not a good approximation because in general the s features are much broader than
the p features: e.g. see Fig. 3). Again. it appears that the kvv line shape can
account tor the entire experimental spectrum; however, now some of the features
in the THY curve appear to have been "broadened out" (e.g. the teatures at 25§
and 244 eV no longer appear). In Sec. I111.C below (Fig. 18), the feature at 258 is
identified as arising from a satellite process. The feature at 244 eV apparently
arises from the main kvv line shape. but it is broadened out of the theory because
the "optimal” width is.-now too-large. This.occurs-because of the attempt to-account
for the entire spectrum by including just the kvv component, when in actuality

large satellite components are also present (see Sec. 111.C).
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4. ance of Satellites

The presence of satellite contributions in the Auger spectra of molecules
and free atoms has been known for some time. but their importance has been
recognized only relatively recently.”-72.73.74,75,Ramhydc Tg jjjystrate the
importance of such satellites. consider Fig. 6, which compares the DOS self-folds
with the experimental Auger line shapes. The Auger line shapes in Fig. 6 for the
gas phase hydrocarbons are the raw dataRYealk: those for the solids are obtained
from the data?6-77 vealK yfter background subtraction and deconvolution
utilizing the procedures described above (i.e. via numerical background removal
from N(E)). Fig. 6 reveals several important points. First, note that the
experimental line shape for the gas phase molecules is shifted by about 6-10 eV 10
higher two-electron binding energy (or lower Auger kinetic energy). The binding
energy scale is determined by subtracting the Auger kinetic energy from the C K
binding energy [i.e. Ey, = -(E_ - Egyy)]. This shift of the experimental line shape
to higher binding energy is due to tinal state hole-hole repulsion. since the two
holes cannot completely delocalize. No shift is seen for the solids. since in this
case the holes can completely delocalize. However. hole-hoie correlation effects
are seen in all of the experimental line shapes. as indicated by the clear
distortions from the one-electron self-fold.

The second interesting point concerns the onset or threshold of the spectra.
Aithough the principal peaks of the gas phase experimental spectra are shifted to
higher binding energy, the onsets of both the experimental line shape and the
DOS selt-fold for each case are essentially the same. This suggests that each of
the spectra has.at leastsome-contribution which.arises.from-a process-producing a
final state with a much smaller hole-hole repulsion. Furthermore. note that each
experimental spectrum extends to much higher binding energy than does the DOS

self-foid. indicating a process producing a final state with a higher hole-hole
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repulsion. It has been shown that the processes producing these satellite
contributions are resonant excitation, initial-state shakoff, and final-state
shakeoff Ramhyde

These satellites have been referred to as the ke-vve, ke-v, kv-vvv and k-vvv
satellites. where the notation indicates the particles in the initial and final states
before and after the hyphen.F2mbydc Here, the "k" refers to the initial 1s core
hoie. the "e" to the resonantly excited bound electron, and v to a valence hole
created either by the "shakeoff" process or by the Auger decay. The principal
Auger process is indicated without the hyphen (kvv rather than k-vv) consistent
with that used historically. We use kvv to indicate this principal or normal Auger
contribution to ditferentiate it from the total KVV experimental line shape.

In light of the above. the line shape apparently consists of the sum-of

severai intensities. 1: namely.

NME) = ¢} Iyl E) + ¢3 lgayvelE) + ¢35 Ige.y(E)
¢y lkV-V\'v(E) + C5 lk-vvv(E)- (3)

The coetficients in eq. (5) are generally obtained by least squares fit to-the
experimental spectra. Cinisih4.ramhyde

The process creating each component in eq. 5 is illustrated in Fig. 7. Here
the ke-vve term refers to the resonant Auger satellite. It arises when Auger decay
occurs in the presence of a iocalized electron, which was created by resonant
excitation into an excitonic or bound state upon creation of the core hole. The ke-
v.contribution.arises.when the resonantly excited-electron participates.in the
Auger decay. The kv-vvy term is the initial-state shake Auger term arising when
Auger decay occurs in the presence of a localized valence hole. which was created

via the shakeoff process during the initial ionization. The shakeoff of a valence
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electron is an intrinsic phenomena resulting from the "sudden" change of the core
hole potential upon ionization. The k-vvv term denotes the final state shake
Auger satellite, which arises when Auger decay occurs simultaneously with
shakeoff of a valence hole. These latter two terms-arise as a direct result of core
hole screening. The ke-vve and ke-v terms arise because the Auger process is
generally excited by electron excitation which ailows the resonant excitation.

~
. r .

l:Jl

Another very important result is evident from Fig. 6. The chemical effects
seen in the various experimental C KVV line shapes in Fig. 6 do not arise from
one-electron effects, but rather from many-body correlation effects. This is
apparent because the DOS self-folds are very similar to each other. in contrast to
the experimental line shapes which reveal significant differences. Thus the
differences seen between graphite and diamond result because diamond has just
the o orbitalswith a single AU, graphite has both o and 7v orbitals with different
alU'stor the oco. o7r. and 7vox holes. On the other hand. we will see below that
hole-hole correlation and repulsion effects are much diminished for chemisorbed
systems because of metallic screening from the substrate. Inthe chemisorbed
case. and only in-this case. the C KVV Auger line shape reflects the DOS seif-foid
withourt significant distortion. For the line shapes in Fig. 2, the DOS self-folds are
simply shifted by U, the hole-hole repuision. In this case. the molecuiar species
are so small that correlation effects primarily just shift the line shape to higher
two hole bonding-energy, but do not dramatically distort the line shape (i.e. the

correlation effects are primarily reflected through & not AU in eq. 6 below).

C. Theoretical Framework

1. The Principal kvv Line Shape
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A theoretical prescription tor generating the kvv term can generally tie

expressed by the equation,Ramhyde

Ixw(E) = B =y [Pkp Ri Ry A(E+6 5 x0valUx xvene )l (6)
Some published work does not include all of the effects indicated in eq. 6. but
most interpretations can be expressed in the general form indicated here. Ineq.

6. the function A is the Cini-Sawatzky function,”8,79

AE. alU. p. p’)= 2 *o’(E) (7)

[1-aU (E)2 +[aUx o *o'(E)]2

which introduces hole-hole correlation effects, and distorts the DOS self-fold.
Al is the effective hole-hole-correlation parameter and I(E) is the Hilbert

transform.
E) = J p(E-¢)p(e)/(E-€)de. (5)

The Cini function. which distorts the DOS self-fold for treatment of Auger line
shapes in solids will be discussed more fully below (Secs. [1.C3 and [V.E4). In
eq.(0) we have included additional arguments in A to make explicit the point that
the total theoretical kvv line shape is a sum of components, with each 11°
component (e.g. the ss. sp. and pp components or more appropriately each
muitiplet 25+1 ) having an energy shift. & 5 5. and.a hole-hole correlation

parameter. AU 5 5 - and with each component derived from a fold of the o | and

ej DOS (e.g. s or p) such as that defined in Fig. 3 for cyclohexane. Bisa
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normalization constant and the R;’s and Pyy-’s are core hole screening factors and
atomic Auger matrix elements. respectively. to be defined below.

The subscripts A X" ineq. (6) on AU and s are to make explicit that these
parameters vary with the nature of the orbital combination or the different
multiplets. In general, these parameters are chosen to give optimal agreement
with experiment, Ramhydc.80,81,82 A|ternatively. only the AU in the dominant
multiplet is chosen to give the best fit, with the AU’s in the remaining multiplets
fixed by the relevant Slater integrals. etc. (see further discussion below in Sec.
[11.A). It should be pointed out that in the extended solids, the &’s are by
definition zero. since the delocalized holes have zero hole-hole repulsion. In
general from L to 3 AU parameters have been used depending on the material
studied and the investigator reporting the work. In the event the & 'sand aU’s
are all zero. the A function reduces to the self-fold of the DOS. o * o weighted hv
the appropriate Auger matrix elements.

The factors Ry included in eq. (5) are to make the theory consistent with the
tinal state rule-for Auger line shapes.83 The final state rule indicates that 1) the
shape of the individual lI" contributions should reflect the DOS in the final state.
and 2) the intensity of each I’ contribution-should reflect the electron
configuration of the initial state. For the kvv line shape. the final state has no
core hole. Ingeneral it is assumed that the DOS in the final state and ground
state are similar, so that the spectral shape of o |should reflect the ground DOS.
However. the initial state in the kvv process has a core hole. therefore the
integrated o should reflect the electron configuration of the initial core hole

(CHS) state. The Ryfactors are defined.

Ri=J pcusi(e)de/J pilelde. (9)
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In most systems. the R| factors are similar so that they are generally

ignored. Effectively this ignores the "static" effects of core hole screening. The
satellites arising from shakeoff are "dynamic" core hole screening effects which
can be included separately. The latter will be discussed further in Sec. II1.B. The
R factors are important only when one orbital momentum component dominates
the screening. This apparently occurs in many metals such as in Li and Be. and in
the L3 VYV line shapes fer Na. Mg, Al, and Si (see Sec. I11.B), where the core-hole
screening is dominated by the valence s electrons as opposed to the p electrons.
However, considerable disagreement exists as to the dominant screening charge in
some systems. For example, Jennison et al.84 on the basis of 4 semiempirical
rhéory argue that the core-hole screening involves mainly the s electrons in Be,
while recent calculations by Almbladh and Morales82 argue that the p electrons
dominate. Recent results 2lmbladh 4140 indicate that the total Auger rates
calcuiated from wave functions perturbed by a static core hole are a fuctor of 2-4
larger than those calculated from ground state orbitals. Thus static core hole
screening is important for all Auger processes, but it is known to significantly
aiter the Auger profile just for certain systems. An analysis of the profile can shed

some light on the nature of the core hole screening process.

Atomic Auger Matrix Elements

The atomic Auger matrix elements have been calculated for much of the

N

periodic table within a one-eleciron Hartree-Fock-Slater approximation by

McGuire8® and Walters and Bhalla87, or in a Dirac-Hartree-Slater

approximation.by Chen.and Crasemann88:89, A complete review of calculated

Auger transition probabilities has been published.?9 Recently the problem of

obtaining the proper continunm orbital has been considered.?1
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McGuire's and Walters and Bhalla results for L3 VV transitions at low
atomic number are compared with experimental data in Fig. 8. The matrix
element per filled shell, A p (i.e. for s2.p0. d!0, erc.) is plotted. Acr is defined

by the expressions,22

Acil = [(41+2)(41+ D]/[(41+2-n)(41+ L-n)] (A¢ppyer, (10)
Aciy' = [(3L+ 2)]/[(H1+2-n)] (Acip)yer, (=1,

where n is the number of holes in the initial | shell and (A1 )41, 18 the actual
Auger matrix element or experimental intensity. Note that it is assumed the I’
shell ineq. 10 isfilled. Since generally one is only interested in the relative Agyy:
intensities. they have been normalized such that Acpp is 100 for all Z. The matrix
element per electron. Pjj-. required ineq. 6. can be obtained from A by the

simple relationship
Peir = L/[(41+2)(41'+2)] Agyp. (i11)

Similar results for the KVV transition with Z=6-18 and tor the KL |V and
KLy3V transitions with Z = 10-80 have been plotted elsewhere.?3-24, In both the
KVV and Lp3VV data, the theoretical results of McGuire. and Walters and Bhalla
have been scaled to the experimental results of the inert gases. Scale factors
(ranging from 0.59 to 2.06) significantly different trom one were required. These
scale factors reflect the magnitude of the errors in the one-eleciron results.
Electron correlation effects at the atomic level are clearly very important in th
two valence hole final states (i.e. VV). The CI calculations of Chen and
Crasemann?? for the KLL transitions®® and tor the LMM transitions®7+28 in Fig.

8 include electron correlation. and their unscaled results agree much better with
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experiment. As one would expect. the KL»>3V and KL{V one-electron results (not
shown here) agree nicely with experiment, indicating the insignificance of
correlation effects in these core-valence final states (i.e. CV).ramsi

The atomic matrix element data reveal three very important points. (1) the
variation of the relative Auger matrix elements with atomic number is rather
small. (2) The variation that does exist is predicted remarkably well by scaled one-
electron results, indicating that the large correlation error is rather constant with
Z. (3) No systematic differences between atomic gas phase, molecular phase. and
solid phase experimenta! data exist. This is true even for the dd. pd. and pp matrix
elements of the transition metals. where electron screening in the solid is
expected to cause significant changes.

Vayrynen has suggested that the relative atomic matrix elements for solid
Mn are very different from those in the gas phase.®® However. Vayrynen's results
are inconclusive. because of an inadequate background removal procedure in the
solid phase. Recently the effects of the solid state on the matrix elements has
been considered by Cubiotti. but the effects of charge transfer due to core-hole
screening were included into the matrix element factors so that this is not a real
comparison of matrix elements per electron, 100 The results in Fig. 8 and similar
ones like it. still suggest that the gas phase atomic data or the scaled one-electron
results can be utilized for the determination of Pjj> in the interpretation of Auger
line shapes for solids. provided that the individual multiplets are not resolved. If
the intensities of individual multiplets are required, the theoretical calculations
do-indicate that these intensities have much larger variations with Z.

Table I gives s/p-ratiostor the CCV and sl/pp ratios for the CVV line
shapes. all-obtained trom the plots similar to Fig. 8. The results in Table 1 are
specifically for Si. but as the plots in Fig. 8 reveal, these ratios are surprisingly

constant with atomic number. except for the L |Ly3VV s/p ratio which varies
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dramatically with Z,RamSi The A’s in Table 1 are rates per filled shell. i.e. per
two 3s electrons and six 3p electrons. They are infact close to the ratios of the ss,
sp. and pp intensities found experimentally for Ar, which has filled s and p shells.
The P’s ave rates per electron. i.e. per 3s or 3py. etc. The P’s are used ineq. 6
because the o (E) DOS have not been normalized to unity. The areas under the
DOS curves utilized in eq. 6 are proportional to the total number of electrons in
the s and-p shells, i.e. approximately s 1pz’. Thus for Si. Pcsp/Pcpp = (.38/3 and
Pcss/Pcpp = (0.025/9 (see eq.11). The intensity ratios obtained from actual line
shape fits for Si are also indicated in Table 1.RAMSI [y general. good agreement is
obtained except for the Ly3VV case. This will be discussed more fully in Sec.
111.B.

Animportant difference between molecules or covalent solids vs. metals
should be pointed out here. In the former case. the line shape reflects multiplets
(and hence the matrix elements) appropriate for the initially fiiled s and p shell.
even if these shells are notfilled inthe separated free-atom. As an example.
consider the C and Si systems to-be discussed below. These systems, as well as
other covalent systems, reflect the (sp)“+2 configurations in the Auger line
shape, where n is the initial number of holes in the occupied molecular orbitals or
bands (e.g. n is zero for diamond, graphite, and silicon, even though a separated C
or Si atom has 4 holes in the outer p shell). Thus for these covalently bonded
materials, the appropriate Ay ineq. 11 is for the filled shells even though the
separated atoms do not have these shells filled. In contrast. the line shapes for
the transition metals apparently exhibit multiplets and hence matrix elements
arising from theunfilled-d shell, d8*2 where n is indeed the number of d holes in
the separated atom as suggested in eq. 10. This ditference arises because in
covalent systems the filled bonding bands can apparently be treated as isolated

from the unfilled bands. In metals, of course this is not the case. since the filled
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and unfilled parts of the band must be treated together as one band. As we will
see in the next section. this has to do with-the relative size of the covalent

interaction vs, the hole-hole repulsion (i.e. V and U).

a. Localization in Elemental Solids - Metals

The Cini-Sawatzky model has been the basis for understanding correlation
effects in Auger line shapes. In elemental solids, two parameters determine the
degree of localization of the CVV (core-valence-valence) two-hole final state. If
the effective Coulomb repulsion Uy, is large compared to the band width (U,,, >
I°). the line shape will be atomic-like, if I~ < Uy, the line shape will be band-like.
In systems where Uy, = I", both atomic- and band-like contributions are evident
in the line shape (i.e. correlation effects are important),Cini,Sawatzky

The results of Cini and Sawatzky were obtained from utilizing the Anderson
and Hubbard many-body models. The Cinieéxpression was derived assuming an
initially filled single band so that it is not rigorously valid for partially filled bands
or degenerate bands (this will discussed- much more fully in Sec. IV.E4
beiow).CIni Nevertheless. the Cini-Sawatzky expression. in the absence of a
better alternative. has been used-for metals, alloy=, and insulators, and even
molecules (i.e. systems for which the bands-are not filled and which have
degenerate bands]. with apparently satisfactory results.

The Cini-Sawatzky results can be-simply understood by considering a
cluster AO-CI (e.g. configuration interaction [Cl] of atomic orbitals [AO]
approach. This can be contrasted with the-more familiar LCAO-MO-CI where
molecular orbitals [MO's] are first constructed and mixed in a CI).101 For the
moment consider a simple two orbital system which has two holes present

resulting from the Auger process in an initially filled state.102 The holes can be

described by one-electron atomic orbitals fa2 and t'bz with binding energy € (e =
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<f, | H| 4> where H is the proper Hamiltonian operator) giving the

Hamiltonian matrix as follows:

£,2 £, L/ /2 of p +Epf )
£42 2 +Uyy 0 Hyp
f,2 0 2¢ +U,, Hyyp | (12)
U/ /2(E yfy+Epfy) Hyy H,p 2e +Uyy |

where Uy, = <fa2 [ rlz'l |fa2>, Uyp = <fyfp | ryp-! 1,y >, and Hyp =
J2<f, | H| fy> (Hyp = T inthe solid). Clearly if Hyp < Uy, -Uyp. very little
mixing occurs and the hole states f,, and f}, properly describe the localization of
the two holes. In this instance the Auger line shape is-atomic like probing only the
two-electron eigenstate—fa2 (core hole site). For example see recent resuit tor Ca
metal.t03 If Hyp > Uyy-Uyy, the mixing of the configurations is complete and
the linear combination f,+f}, properly describe the localization of the holes. As
such, the line shape-is molecular-like (band-like for the solid) and gives Auger
intensities reflecting the DOS on the atom with the core-hole. If Hyp =~ Uy ,-
U,p. of course intermediate mixing occurs giving both contributions.

To the novice, the Cini-Sawatzky model might seem to be counter intuitive.
First, the Auger process preferentially creates initially localized holes. because of
the atomic matrix element. The more localized, the higher the energy of the
system final state, hence the lower the kinetic energy of the Auger electron. Now
one’s intuition would-suggests that the more thc holes @-e localized, the greater
the urgency for the holes to fly apart, but this is where conservation of energy
comes in. If the holes are to fly apart, the potential energy of the Coulomb
repulsion must be converted to kinetic energy of the holes. Andif U >> V.itis

not possible for the holes to gain this kinetic energy. so they are "stuck” in this
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uncomfortable position. Of course if the holes are "stuck", the atoms themselves
can move, but this occurs on a much slower time scale. Thus the Auger profile
reflects a localized final state, but ultimately the atom might "Coulomb explode*
or dissociate. This is the essence of the Auger induced desorption or Knotek-
Feibelman mechanism that is the basis of much electron or photon stimulated
desorption work. 104,105

As an illustration of these correlation effects, Fig. 9 compares the
bandwidth T with U gnq for the metals with electron configuration d0s2 to
d10s2p2, Forall three rows of this series the plots of I and U cross in the region
d8s2and d10s. The Auger line-shapes of these "transitional" metals are given in
Fig. 10 and are compared with a fold of the DOS, N *N, and in some instances ..he
calculated atomic-like Auger line shape. The line shape for Cu and Ag:are clearly
atomic-like. The line shape for Au appears to be band-like aithough shifted down
in energy by 5 eV. The Ni and Pd line shapes show atomic-like and band-like
contributions separated by 3 to 4 eV, and with some multiplet structure still
evident. These line shapes illustrate the rather smooth transition from atomic to
band-like character.

The short screening length ia metals causes the inter-atomic hole-hole
repulsion. Uy, to be negligible so that AU = U,,. The magnitude of U, is
determined by the Coulomb Slater integrals FO(nd,nd), F2(nd,nd), and F3(nd,nd‘)
and-the spin-orbit coupling & 4. The spin-orbit coupling constant is determined
by the atomic potential deep inside the atom and is not changed by metallic
screening. -On the other hand, the value of FO, generally the largest term, is
greatly reduced from its value in the free atom by metallic screening. The non-
symmetrical terms, the F2 and F4 Slater integrals responsible for the multiplet
splittings. are reduced:-by at most 20% from the free atom values. particularly for

those elements with tightly bound d bands and large correlation energies. i.e.
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those elements to the right in Fig. 9.196 [n the transition region. such as for Pd
and several alloys of Pd. the final-state splittings are reduced more significantly
(=34%) from the free Pd atom values.197 The splittings do not seem to depend
on the nature of the metallic host, indicating that the reduction is a consequence
of the-metallic state in general and not significantly dependent on the DOS at the
Fermi level or the nd band width, for example.298 In contrast. in alloys involving
Mn (e.g. the semi-magnetic alloy Cdy.4Mn,Te), a metal much turther to the left of
the transition region in Fig. 9, all multiplet splitting effects apparently are
absent.292 Thus. the magnitudes of the higher order F™ terms decrease
significantly only after FU has been reduced to 3 eV or less. This expiains how
multiplet structure can still be evident even after U appears to be nearly

negligible.

b. alization i i nt Cov

Dunlap et al. have generalized these concepts to multi-element covalent
svstems by providing criteria for assessing the nature of localization in covalent
systems where intermediate levels of localization can occur.dunlap 1y these
svstems the localization can occur onto atomic. bond. group. or extended band
orbitals (AO.BO,GO, or EBO) such as those schematically illustrated for LiNO3

in Fig. 11. These criteria for localization can be summarized as follows:

AO: V < AUy,
BO: V > alyy, v < AlUpp. (13)
GO: ~ > AalUypy r < AUgg.

EBO: T > AUy,

Here V is the covalent interaction between nearest neighbor AO’s and can be

estimated from the bonding-antibonding orbital energy separation. ~ is the
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covalent interaction between nearest neighbor BO’s and can be estimated from
the s and p atomic orbital energy separation. I is the covalent interaction
between neighboring GO’s: for example, the GO’s are the planer arrangement of
three N-O BO's about a single N atom. In metals, the extended band width is
determined primarily by V, but more commonly the symbol I~ is used to refer to
the extended bandwidth. Consistent with this, I" is used in the previous section to
refer to the bandwidths in metals. Ugy, Upp, and Ugy are the effective Coulomb
interactions between holes localized on a single AO, BO, or GO, respectively. and
are schematically defined in Fig. L 1.

To intuitively understand this intermediate level localization phenomena.
consider diamond. Itis well known that the best starting point for considering the
occupied-DOS in diamond is to consider 4 linear combination of bond orbitals.
since the bonding and antibonding o bands are so far removed in energy from one
another (they are separated by a large band gap). Thus, we can say at the outset
that AUgy < V (the AO-AO interaction parameter), and we will not have atomic
iocalization such as that seen in the metals discussed above. What about BO
localization? The one-electron DOS for diamond has the s and p dominated
peaks separated by more than 10 ¢V.210 These s and p DOS arise from the
clustering of four bond orbitals about each C atom having s and p symmetry
(actually 4 and ty symmetry in the point group for tetrahedral symmetry. Tj). If
the s and p bands can be treated as separate bands, i.e. AUpp < ~ (the BO-BO
covalent interaction parameter). then we donot have BO localization. This leaves
us with GO localization. which is proposed for diamond. Stated in another way:
when the 28* IL multipiet contributions arising from the GO's are resolved
sufficiently so that separate features are visible, we can speak of BO logalization.
since these separate features then correspond to configurations of holes on the

same or different BO's. When the multiplets are not sufficiently resolved we
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speak of GO localization.

We can generalize this picture tor the hvdrocarbons. Examination of the
wavefu. tions for most hydrocarbous. such as those pictured in Fig. 3 for
cvclohexane. show that the MO’s can best be considered as linear combinations of
CH, GO's.Salem jt folfows that for most of the C based systems. GO localization
is the best qualitative picture for characterizing the localization.

Further analysis of the Auger profiles and bonding in covalent systems
indicates that a correlation exists between the ionic bonding character and the
nature of the localization. As the bond orbitals polarize from say atom N to O in
an NOj type cluster in Fig. 11, Uy increases, and v decreases. The increase of
Upp relative to v raises the extent of BO localization. We conclude that
increasing BO ionicity increases the character of the localization from GO to BO.
Thus the more ionic BeO,211 BN, and ByO3112 solids can best be characterized
as exhibiting BO localization. The silicon tetrahalide molecules. SiXy, exhibit BO
localization, consistent with the large Si-X electronegativity difference. in
contrast with CF4, which does not, consistent with the smaller electronegativity
ditference here.113 The oxyanions NO3~.11% PO43-, and $O42". regardless of
cation, exhibit GO localization.Dun‘laP In this latter case. it is expected that the
holes can not get off of the oxyanions where they were created by the X Ly3VV
process, so that GO localization is a fait accompli. The SiLy3VV profile tor Si0,
exhibits structure similar 1o that for the SiXy molecules. so that it also appears to

exhibit some BO-localization character. Ramcorr

II. THEPRESENT-RECENT APPLICATIONS
We see that many different phenomena can occur which atfect the Auger
line shape. These include localization. shakeottf. charge transfer. poiarization.

etc. By understanding these phenomena we obtain the interesting electronic
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structure information which motivates the interpretation of the Auger line shape.
Below we shall examine a wide range of applications, each with a view toward
elucidating the fundamental physical phenomena in that system.

A.  Metals and Alloys
1. in apes

Core-core-valence (CCV) line shapes have been shown to exhibit large
core-hole screening effects. consistent with the presence of a final-state core hole.
This follows trom the tfinal state rule (see Sec. I1.C1 above), which indicates that
the line shape should reflect the DOS in the presence of the core-hole. These
etfects are very pronounced, and have been studied very extensively in metals,
alloys. and also in Si. Some of the early work involved the L|Lo3V line shape in
Si+ 115 and the KL3V line shape in Na.116 More recent work involves the KL {V
ana KL3V line shapes in metals (NavonBarth Mg A1117 Mgll8) meral alloys
(AINiL19, Mg with Ni. Cu. Zn. Pd. Ag. or A1120,121,122) 4nq siRamsi Fipgyjiy
several studies on the M M3V and Mp3My5V line shapes in GaAs123.124.125
Gel28 GeS and GeSel27 have been reported. These investigations have been
very nelpful in determining the fundamental properties of the materials under
study. For example. the studies on the Mg/metal alloys listed above revealed the
strong hybridization of the Mg s and p orbitals with-the other metal d
orbitalsMg2lI0¥S The studies on GaAs upon exposure to O and CO indicated very
clearly the relative reactivity of the surface Ga and As atoms.L-2gally Byt al) of
these studies revealed large core-hole screening effects which needed to be
understood betore detailed interpretations of the line shapes could be carried
out.

Perhaps most illustrative of the effects of the core-hole on the vaience band
DOS in metals is the data of Hannah et al. in Fig. 12, which compares the KLV

and KLy3V line shapes for Mg. Al. and two alloys.Hannah Thege data can best be
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understood in terms of AZ. the effective charge on the core of the local atom
compared with the average of its neighbors. To understand this data. we also use
the results in Table 1 which indicates the relative weighting of the s to p DOS in
these Auger line shapes. Qualitatively, the KL33V line shape reflects primarily p
DOS. the KLV reflects about equal s and p. Thus the difference between the
two. indicated by the shaded areas in Fig. 12 qualitatively refiects the s DOS.
Based on this analysis, the p DOS peaks around2eVioraZ = (or l.butatd eV
when AZ = 2, This appears to be a general trend in the systems studied; i.e. the p
DOS is not strongly altered by the presence of a single core-hole. but apparently it
is ultimately strongly affected by two core-holes. On the other hand the s DOS is
strongly distorted by a single hole. as revealed by a comparison of the s DOS in Mg
and AlgsMg 5 in Fig. 12 (the s DOS peak is shifted from 4 to 6 eV). A second
core-hole pushes the s DOS further to higher binding energy. so that it peaks
around 8 eV whenaZ =2,

2. CVV Line Shapes

The Cini model for understanding hole-hole correlation effects in metais
was based originally on a filled (or nearly filled) band. Treglia et ul.128
developed the formalism for cases where the d band is not filled. but as we will
indicate in Sec. IV.E4 below, the results are similar to that for filled bands. except
that the apparent AU appears to decrease with increasing hole density. This can
be seen from the results in Fig. 13 which shows Ni Lo3VV Auger line shapes for
various Ni alioys.122 Photoemission data reveals that the d band width does not
significantly change. but that the DOS shifts down with decreased DOS at the
Fermilevel for NiggZnggand NisgAlsg. This.decreased density of d-holes limits
the ability for electron screening. and hence a larger AU for these systems is

expected. This is clearly evident in Fig. 13, which shows a line shape that is
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narrower and shifted to higher binding energy tor NippZng() and NiggAlsg). This
is exactly as expected by the Cini model for larger A U.2ndrews

In contrast to the above case for Ni alloys, a recent study on Cu ailoys
(AlCu. Mg)Cu.. and NiggCu | 5g) 230 revealed that changes in the L3VV line
shape occurred primarily as a resuit of changing 3d bandwidth. Cu exhibits a
nearly atomic-like spectra, revealing individual multiplets. The separation of
these multiplets and relative intensities are seen to change just as expected within
the Cini theory for changing bandwidth,Andrew2

General theoretical treatments of CVV Auger spectra in dilute and
disordered alloys have been given by Drchal and Kudrnovsky and Vos et
al,131.VOS [ these general theories the importance of U, the covalent
interaction. and the energy separation between the impurity (dilute metal) level
and bulk level are emphasized. The energy separation is as important as U in
understanding the Auger profiles in these alloys. In the latter work the
L33M45My5 line shape in CuCdy and Cd3Cu were considered in detail. Other
recent work includes Auger studies on the following alloy systems: Fe-B-P.132 U-
M (M= Fe. Co. Ni) metallic glasses.*33 Au,Ag/Ge.134 and UPt3 and UBe;5.135

We examine more closely the recent Auger work on the Pd/Cu alloy.136
This work reveals the importance of the effects of local lattice expansion around
Pd impurities in Cu,Palattic Thig s an excellent example of 4 “noble-metal-
impurity, free-electron-like host. and shows the importance of the impurity-host
interaction. Fig. 14 compares the theoretical results obtained for the Pd
M 5N435N,4 5 line shapes in the dilute alloy CuggPdg. The important parameter is
t ={(Teypd - Toucw)/ Teoycy. which varies the d-d transfer integral beiween the
host and impurity. When tis-1. the impurity is decoupled from the host and the
impurity DOS is a Lorentzian centered around 6 eV (i.e. the feature at 6 ¢V in the

Pd DOS shown in the insets of Fig. 14). When t=0, the impurity-host and host-

ey
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host transfer integrals are equal. This corresponds to the usual Clogston-Wolff
result, which assumes that the lattice around the impurity has expanded-to
equalize the hopping integrals. Astis increased above zero, more of the impurity
DOS is mixed into the host d band, and for t=0.6 the admixture is comparable to
that given by impurity calculations. Fig. 14 compares the Pd DOS and resultant
Auger line shape obtained with t = 0.6 and 0.2, indicating that indeed an
expansion has occurred to nearly equalize the transfer imegrals.Pdlamc EXAFS
calculations on this same system show similar local lattice expansions around the
Pd impurity.Pdlattic In contrast to the Cu-Pd alloy. similar Auger line shape
studies ot the Ag-Pd337 Cd-Agl38, Ag-Mn and Cu-Mn132 and Ni-Fel40 ajloys

do not reveal such lattice expansion effects in the CVV Auger line shapes.

B. Silicon and Second Row Metals

The Ly3VV Auger line shapes of the simple metals (Li. Be. Na. Mg. Al) and
Si probably are the most often studied in the literature. This work dates back over
nearly 15 years and the references are too numerous to cite all of them here.
Recent work by Almbladh and Morales, 241 Vidal et al..142 and Ramaker et
alRamSi review much of this work. The conclusions reached by all investigators is
usually always the same: namely that a simple fold of the bulk DOS including
atomic Auger matrix elements does not reproduce the experimental line shapes.
Furthermore, dramatically reducing the ss and sp contributions in the line shapes
can give excellent agreement. Fig. 15 shows this result.”8MSI Taple | indicates
the extent to which the ss and sp contributions must be reduced. But how can this
be justified?

An early explanation by Jennison43 indicated that the bonding charge
must be excluded from the total charge. since the Auger process sumpies only the

charge local to the atom with the core hole. This reduces the ss and sp
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contributions, since the s orbitals are very diffuse in Si, and there is greater
overlap (i.e. bonding charge). But the final state rule indicates that the Auger
intensities should refiect the initial state, which because of the core-hole. now has
s orbitals contracted relative to the ground state. Thus, this explanation generally
is no longer accepted.ramsi. a-uibladh2

More recent explanations for the reduction of the ss and sp contributions
depend on surface effects or dynamical screening effects. One way to test for
surtace effects is to compare the KVV and Lo3VV line shapes. If the ss and sp
contributions are fully reflected in the KVV line shape, but not in the LVV line
shapes of these elemental solids. then surface effects must be playing an active
role. This is because electrons from the LVYV transition have kinetic energies of
onlv about 100 eV. Thus. these come primarily from the first 1-3 surface layers.
compared with KVV electrons which have kinetic energies well above 1500 ¢V and
come more from the bulk. Table | does indeed indicate that the ss and sp
contributions in the KVV line shape for Si have the expected intensities. in
contrast to that for the LVV line shape in Si. The KVV and LVYV line shapes for
Mgl44 and A1145 havealso been compared. In contrast, these results suggest
that the KVV and LVV line shapes are very similar (or at least that they both
reflect similar ss and sp reductions). However. all of these comparisons have
difficulties. In general the KVV transition gives a very weak signal. and usually
the KVV gpectra have been taken with extremely poor resolution because of the
high electron kinetic energies. Furthermore in Mg, the ss and pp contributions
have-similar spectral shapes. so that it is difficult to determine their exact relative
size. These problems. have been.discussed indetail by Ramaker et al. ramsi,

Surface effects have also been considered-by performing detailed
calculations which explicitly include the effects of the surface. Feibelman et

al.146 ynd Kunjunny and Ferry}47 have performed such calculations and these
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results do indicate that surface effects add intensity to the line shape in the region
where it is needed. But inclusion of these surtace effects do not solve the
problem: indeed, Feibelman’s work lead to the discovery of this problem.
However, calculations for Al metai have indicated that surface lavers have more
p-like character-than the bulk, and this has been proposed previously to explain
the reduction of the ss and sp components in the Al LVV line shape 148.149
Recent Auger spectral59 utilizing photon energies near the Si 2p binding energy.
namely at two different-energies which emphasize either the bulk or surface
contributions. indicate that surface effects cause a 4 eV shift to higher kinetic
energy in the principal peak of the SiLp3VV line shape. A large change inthe s/p
intensity ratio in the Si line shape with different Ge overlayer coverages also
suggest a large surface effect, 151

On the other hand several arguments can be given suggesting that dynamic
screening effects play a dominant role in the reduction of the ss and-sp
contributions in the LVV line shape. By dvnamic screening etfects. we mean those
effects which arise from- the non-orthogonality of the initial and tinal state
orbitals that result because of the initial core-hoie and final no-core-hole states.
These non-orthogonality effects introduce satellites, such as the initial state and
final state shakeoff (kv-vvv and k-vvv) processes discussed in Sec. 11.B4 above. No
evidence exist for initial state shakeoff satellites in these materials. because the
"shake" hole propagates away from the core-hole before the Auger decay.
However, final state shakeoff has the effect of redistributing Auger intensity over
a large energy range which ultimately causes some intensity to.disappear-into the
background. Thusfinal state- shakeoff can preferentially reduce some
components of the total line shape.

Ramaker et al.T4MS1 have suggested that the diffuse 3s-orbitals in ground

state Si contract in the presence of a core hole. This causes a particularly large
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reduction of the ss-and sp Auger contributions. The fact that the Si LVV line
shape for most metal silicides. where the Si s orbitals are more local, do not
exhibit the ss and sp reduction is very suggestive here of the shakeotf mechanism
(see Sec. lIL.F and Figs. 22 and 23). Furthermore, dynamical calculations ot core-
hoie effects by Schulman and Dow132 for Li indicate that accounting for dynamic
screening significantly improves the agreement with experiment.

Davis and Dow indicate that the L23VV line shapes of Al, Mg and KVV of
Be and Li when plotted as a function of the reduced energy E/2k (where k is the

free-electron Fermi energy). are all nearly the same. From this they conclude that

the Auger profiles of simple metals depend primarily on the electron gas density
and are almost independent of the details of the band structure.

Very recently. Almbladh and Morales 2lmbladh2 performed extensive
caiculations which included dvnamical screening and surface effects on the CVV
line shapes for-Li. Be. Na. Mg. and Al. These results for Li and Al are shown in
Fig. 16. Their results still provide no clear picture, indeed they cloud the situation
still more because their conclusions are so different from previously cited work.
They conclude that the final state rule result accounting for just static screening
provides good agreement with experiment for Li and Be. They indicate that
dvnamical effects worsen the agreement in Li, Mg and Al, but improve it in Na.
They further conclude that surface effects are critical for Mg and Al.

Obviously furtherwork will be required here before any definite
conclusions can be reached about this important and long term problem. In spite
of this. recent analysis of the Ly3VV line shape has providzd some information on
the surtace.density. of states.154 and-onsilicon-hydrogen bonding in hydrogenated

amorphous Si.133

C. Gas Phase Molecules
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Detailed interpretations of the Auger line shapes tor gas phase molecules
have been reported for around 50 or more different molecules (see Ret Ramrevl
for a partial list with original references). More recentwork has been onthe
following molecules: CH3CN,15¢ ZnCl, and CuClg vapors.137 Fp.158 CO.159
C,H 4,160 Neopantane (C(CH3)4) €NPNEOP, Co(CO)3NO and Fe(CO)5, 161
CX4(X = F. ClL Br) and SiF4,162 NHj radical,163 CH, (carbynes),164
. ROCSSNa (xanthates).83 HBr,166 (HF),167 OCS168 and NO1.189 Such ab
initio theories as Hartree Fock-self-consistent field theory (HF-
SCF)170.171,172, |ocal density function (e.g. LCAO-MO-Xu)D““l"‘P.
configuration interaction (CI)173:174.175.176 or Green's tunctions
theoriesOhrendort,177.178 pyye heen used. Recently. semi-empirical
calculations(e.g. CNDO or INDO) have also been. utilized with good
success. 179,180, Larkrev
In these approaches, the different two-hoiefinal states resuiting from-the
Auger process-are described directly as approximate solutions to the Schrodinger
equation, Hy =E+. The resultant final state-energies are utiiized to calculate
Auger kinetic energies. The wave functions may be ﬁtilized to calculate the Auger
intensities of each transition, or some empirical procesiure may be used. Usuailv
a comparison of the experimental line shape with-a "bar” diagram is reported.
where the position and height of each bar represents the energy and intensity of
each Auger transition. Generally, a bar of significant intensity is tound under
eachfeature inthe experimental line shape, so that good-agreement between
theory and experiment is assumed. Rarely has awidth for each transition been
determined, sothata quantitative comparison-between theory and.experiment
could be made (an-exception is ref. Dunlap). Furthermore. the totally different

approaches formolecules and solids has generally made it impossible to compare

trends in the molecular spectra with those for-solids.
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In a totally different approach. Hutson and Ramaker™amhyde haye utilized
solid state methods and the Cini expression (eq. 6 and 7) to interpret the Auger
line shape of several hydrocarbons. and compared the results with that obtained
for graphite. diamond. and polyethylene. The justification for utilizing the Cini-
Sawatzky expression for molecules on an empirical DOS self-fold. which includes
the vibrational widths-is not very clear. However, we have-indicated above that
the distortions to the DOS self-fold caused by the Cini-expression qualitatively
mimics the distortions normally occurring within the Ci theory for molecules.
Therefore. as long as-the correlation effects are relatively small (i.e. AU < the
appropriate covalent interaction), this approach appears-to work reasonably t/-:il
(see further discussion-in Sec. IV.E4).

Figs. 17 and l8:compare the optimal total theoretical line shape obtained by
Hutson and Ramaker with the experimental line shapestor ethylene and
ethane. RYeulK [ngeneral. the theoretical line shapes generated by the formalism
described-agree nicely with the experimental line shapes. Similarly good
agreement is obtained-for other gas phase molecules not shown. i.e. for methane,
cvciohexane and benzene Ramhyde Typle 2 summarizes-the results tor the
satellites and Table 3-summarizes the AU and & parameters.for the principal kv
components.

Tab.c 2 reveals-that the normal kvv line shape accountsfor only about half
of the te..l experimental intensity for the gas phase molecules. The remaining
part of the experimental intensity can be attributed to 3.different satellite
contributions: namely resonant excitation, initial-state-shake, andfinal-state
shuke satellites-(i.e. via the-ke-vve, kv-vvv, and k-vvv processes). The-spectral line
shapes for the ke-vve-and kv-vwv satellites also were generated by eq. (6) but with

ditferent values for al 5 5 -and & 5 - a$ schematically-indicated in Fig.

7. Ramhyde The regults in Fig. 17 for ethylene and the-conclusions concerning the
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importance of satellite-contributions utilizing the semi-empirical method is
totally consistent with recent ab-initio Green's functions resuits reported by
Ohrendorf et al.Ohrendorf

The ratio of the resonant satellite-intensities, I(ke-v)/1(ke-vve). indicates
something about the character of the orbital containing the resonantly excited
electron, i.e. the excitonic level. The atomic Auger matrix elements per electron
are-essentially the same, for the ss. sp and-pp contributions in kvv spectra (see Sec.
11.C2). Therefore. one can estimate what the ratio of intensities should be, based
purely on the ratio of local electron densities, assuming a completely localized
excitonic level. With.an initial state charge distribution of asapz'n‘e. I(ke-
v)/(ke-vve)-should be-().5, compared with ==(. 14 for ethylene and other alkenes
found experimentally.F4mhyYdr Thig suggests that although the excitonic level may
be localized in time. it must be of 4 more-diffuse nature spatially. The tactor of
two-or more reductionfrom that expected-theoretically suggests that the excited
electron spends only=part of its time-on the methyl group with the core hole. the
other part of the time presumably on neighboring carbon atoms or methyl groups.

We note that the relative intensities of the kv-vvv satellites for the 6
moiecules listed in Table 2 are essentially all around 20% to-within experimental
error. Methane is-isoelectroric with the neon atom. .The’shakeoff probability for
neon has been both measured and calculated to be around 21%. This isin
excellent agreement with that found for all of the carbon-systems.281,182 Typije
2 shows that the empirically determined.intensity for the k-vvvsatellite is quite
constant around 17%. This intensity was-determined by integrating the area
under-the longtail-from-E, (the threshold-energy forthe shakeoff sateilitej-down

to Eypy + 50 ev.Ramhyde hiq includes-most of the final state shake sateilite

_although some intensity exist beyond this region. This could.easily introduce an
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error of 3%, so that towithin experimental error. the initial and rinal state
satellite intensities are sirailar. as expected.

D.  Molecular Adsorbates

Once a molecule is placed on a metal surface. localization of the hole on
the molecule is no longer a fait accompli. The hole can escape via electron
transfer from the substrate,i.e. charge transtfer, It is therefore interesting to
compare the Auger spectrumtor thefree molecule with that for the molecular
adsorbate. Either an interpretation of the line shape or comparison with the gas
phase has recently been done for several molecular adsorbates including
diatomics and hydrocarbons: O3, H»O. CH30H. HCHO. CO. N;. CH3NH . and
(CH3)NH on Ni, Cu. Pd. and-Ag.183 CoHy/W(100).284 CyH,/Cu(100).185 05
and CO/ALL86 CCly/Ni(110).X87 CH3NO, and C2H5NO4/Rh(111).Y88:CO.
CyHy, CaNp. and CoHg/Pt{111),18% CO/Pd(111).£20 CO/Ni(i00).t91.192
CO/Pt(111) and Cu(111).193 A review of the literature up through 1980 -on the
use of Auger spectroscopy for the study of molecular adsorbates has-been given by
Netzer.194 He noted the presence of additional satellites near the top of the
spectra for almost all of the adsorbates and a shift of the spectra to lower energy
relative to the gas phase. Ciniand D’Andrea have presented a generai theory for
understanding dynamicscreening effects. and Schonhammer and Gunnarssonfor
many body effects in CVV spectra of molecular adsorbates, 195.196

Fig. 19 shows CKVV Auger data for ethylene/Ni(100).deposited at 100K.
and then heated to highér temperatures as indicated. 197,198 Thege line shapes
result after the data treatment summarized in Sec. 11A.1b. Notice the significant
changes in Auger profile-and-the gradual shift to lower two-hole binding-energy
with increasing temperature. HREELS, XPS. and UPS data indicate that thése
line shapes are representative-of ze-honded ethyvlene (CoHy)ar 100K. o-bonded

vinyl (CHCH») at 250K. a mixture-of di-o-bonded acetylene (HCCH). ethynyi
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(CCH) and methylidvne (CH) at 300K, and carbidic carbon (C) at 600K on the
surface.Ramethyl Clearly the Auger line shape is sensitive to- the
adsorbate/substrate bonding-changes, suggesting that much can be learned about
these systems from-Auger line shape interpretations.

We consider in detail here the results for the 100K spectrum. Fig. 17
compares the Auger line shape for gas phase CoHg4 with the CoH4/Ni at 100K (i.e.
- the p-bonded ethylene) Ramethyl The spectrum in Fig. 17b was excited by x-rays,

so that no resonantsatellites appear. Charge transfer from the substrate into the
7 orbital occurs to screen the holes, in both the core-hole initial state and the
two- or three-hole Auger final state. This charge transfer has the atfect of
decreasing the AU and & parameters; the transferred-charge playing the role of
the resonantly excited=electron in the gas phase.RamethyI Thus the kvv and kv-vvv
contributions which comprise the intramolecular component (i.e. termed the VV
component) for the chemisorbed state are similarto the ke-vve and kvv in the gas.
t The Vo * componentis similar to the ke-v, and the 7v “z¢ * component is a new
contribution unlike that-of any in the gas phase, infact it is approximated in Fig

17b by the Ni L3VV Auger line shape. Although the latter two components are

o 21 . P * * * -
facilitated through-anintra-atomic Vor “ and v 2r  Auger process.
respectively, they ultimately appear inter-atomic in character because one or both

holes ultimately end up-on the substrate,.

The relative intensities of the three components-can be understood within
the final state rule. The electronic configuration per carbon atom in the ground
state of the chemisorbed ethylene. assuming charge neutrality, i$s nominally

= o 37 1-Xe ™ where the x indicates-the »r bonding-and 7 * back-bonding charge

transfer involved-in the interaction with the metal substrate. Upon creation of the

core hole. we expect that the valence electronic configuration assuming charge

neutrality. becomes 37 Lx *Y or Ve *Y, whereyy is the niet charge transfer in
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the presence of the initial core hole. The reiative intensities of the components.
VV: Vo *: ¢ * * should then be 16:8y:y2. or upon including the Pyj; matrix
elements t3:7y:y2. Best agreement with the results obtained from the fit to the
experimental line shapes (56:34:10. total normalized to 100) is obtained when
v=1.3. which gives relative intensities of 55:38:7.Ramethyl The 1.3 to1al electron
transter is consistent with the 1.3 core hole screening electrons found in benzene
as determined from.ab-initio theoretical calculations.192

Similar-interpretations of the line shapes in Fig. 19 have been reported by
Ramaker et al,Ramethyl 200 aoq¢ interesting of these results is the evidence that
the line shape at 600K is not representative of a true carbide. since considerable
C-C bonding:character is retlected in-the-line shape. Similar C KVV Auger data
reported by Caputi et al. reveal further-changes in the line shape-around 620K.201
Quantitative interpretations of these data suggest that the amount of C-C bonding
character decreases at this temperatufe{R’amcarb Recently. CEELS-data has
shown that:the C-C bonding below 600K correspond to Cy (n mostly-equal to 2)
horizontally bonded to the surface, and-that above 620K ¢ [+ ~ cant fraction of
the C,, dissociates; however. at high-coverages. some of - flip-up vertical to
the surface-202 Comparison with theoretical calculations '* and additional
experimental data indicate that these vertical Cy’s serve as precursors to-the
graphite nucleation sites, RamvertC

It is interesting to consider atwhat point in an adsorbate/substrate
interaction-the charge transfer takes place. Rye et al. have considered this by
comparingthe C KVV line shape forafree CoHg molecule. to thatfor a thick
condensed layer.a.monolayer physisorbed-on Ni(111)-at 20K. and-datz taken at
higher temperatures similar to Fig. 19.204 First the effective & decreases by
about 2.5:-eV upon condensation-of thefree moiecuie (i.e. a decrease from about

10eV asindicate in Table 3 to 7.5 e V9. This arises from polarization of the
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condensed gas. At 20K. the coupling to-a Nisurface is-insufficient to delocalize
the two-finaistuate holes. so that & remains essentially at 7.5 eV,

Figure 20.shows'what Rye found-as the temperature is increased. Here the
energy scaie, Ugpp(T) - 2[IP(20K) - IP(T)], which equals Ugsp(20K) at T = 20K. is
essentially the change in two-hole binding energy from the 20K spectrum:with
increasing T. This includes shifts Jue to a changing U and-a changingionization
potential (IPywith temperature. Rye's Uggyis essentially AU + & inTable 3.
hence Upgp= 7.5 + | = 8.5 eV at 20K. Rye et al. suggest that-the energy shift
primarily results from a decreasing U over most of the temperature range. so that
Uty does not reuch zero-until nearly 500-600K. However, Fig. 17b, indicates that
alreadv-at 100K, both AU and & are zéro, so:that U—eff is-already zero-at 100K.
This-difference:of opinion-obviously arises from experimental energy calibration
differences between the data of Rye-et.al. and-Ramaker et.al..at
Loy ryeethyl.ramethyl ppe ghift beyond 500K in Fig. 20 obviously occurs
because-of a decreasing IP. since the ethylene is unuergoing conversionto-metal
carbide inthis temperature range as.discussed-above;Ramethyl The shift hetween
[00-and 250-eV most likelyalso arisesfrom-a-decreasing IP. dueto.conversion
from 7r-bond'edfto,,a-b(mded,C3H6, in-thistemperature range, and the increased

interactionwith the substrate, Ramethyl [n this:picture the-charge transfer and

dramaticreductionin U occurs-upon-conversion-of physisorbed to chemisorbed

ethylene alreadyat LOOK. but more experimentalwork:is required here to resoive

the absolute-energy problem.

AES-has also-beeri-very useful:for studying the:decomposition of moiecular
adsorbates-with-increasing-temperature-on-many-other-systems, such-as
CoHy/ Cu.205 'Ci:l’g OH/Fe(L l'():).z()("and' the ultimaie formation-of graphite-ai

higher temperatures, Ramearb
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E. Extended Covaient Solids

A considerable amount of work on Auger line shape analysis has been
published for various covalent solids. Mast prevalent of this is the work on Si.
Si0». SiC, and Si3Ny because of there use in the electronics industry. Many
studies have-also been reported on the.covalent solids involving carbon. As
mentioned at the beginning of this review, the Auger dN(E)/dE "fingerprints” for
these covalently bonded solids are well known. However, the number ot detailed
quantitative interpretations of these line shapes is somewhat limited. exceptior
Si. which was considered in Sec. 11.B and for §i0, FamMcoOrr.ramsio2,207,208,209.
210 geveral papers on the early oxidation of Si using Auger line shape analysis
have also been published recently,211.212.213 gFor the C KVV line shape. several
studies have appeared for graphite, HOUsgrap.cinigrap yijymongd.ramdia
polvethylene,F4mpoly.214 §ic 215 ynd amorphous carbon.216-217 We examine
some results for diamond and polyethylene here.

Fig. 21 shows an interpretation. utilizing eq. 6. of the line shapes from
polyethylene and diamond,D#yan 218,219 220 Note that in graphite and
diamond no-initial-state-shake satellites or resonant satellites are
observed.Ramdia.Housgrap The gabsence of such satellites in graphite and
diamond-arises because neither the shake hole nor an excited electron in the
initial state of these covalently bonded solids stays localized near the core hole for
atime-sufficient to "witness" or participate in the Auger decay. In the presence of
a-core hole, the occupied valence band DOS of diamond indeed does not exhibit
any bound states. RaMPOY G the other hand. the DOS for polyethylene in the
presence of a.core hole does exhibit narrow peaks indicative of bound-like states.

consistent with the kv-vvv satellite observed. Furthermore, poivethylene has an
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excitonic level as seen by x-ray absorption (XAS) and electron-energy loss (EELS)
data.221,222

Comparison of the aU’s for molecules and extended solids in Table 3
indicates something about the nature of the screening processes in these covalent
svstems. Note that the AU for the CC-CC.contribution increases in the order
cvclohexane < polyethylene < diamond. This can be understood from the
definitionof AU = U | - U,. Forveryshort screening lengths. one might expect
both U || and U 3 to be reduced substantially. so that AU would be
decreased HOUSET4D For jong screening lengths, one might expect U |2 to be
decreased more than U . having the effect.of increasing AU. Apparently the
latter is occurring in these materials. The longer chain length in polyethylene and
full three dimensional-covalency in diam(’)nd"suggests that the-extent of
polarization should increase in the order cyclohexane < polyethylene < diamond.
This increased polarization then has the effect of increasing AU. For the alkenes,
the aAU’s are all the same. This suggests that the screeninglength is much shorter
so that "full” screening already occurs in ethylene. This is consistent with the
more-delocalized v electrons in the alkenes.

The & parameters.ineq.6 are interpreted as the delocalized hole-hole
repulsion.Ramhyde.dunlap Ag the size of the molecule increases. Table 3 shows
that & decreases. ;'ef,lec'ting the ability-of the two final state holes to stay apart
from-each other in the delocalized molecular orbitals. Note also-thatfor similar
sized molecules, the & “sfor the alkenes-aressmaller than for the alkanes. This
may reflect the increased-screening due to:the #r electrons. Note that the & s are
zerotorthe extended-solids. as expected,.aithough a controversy has exisiedfor
polyethylene (the problem again arose from-energy calibration-problems which

will not be discussed here).Ryepoly, 223
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F.  Metal Silicides and Carbides

In_contrast to the extended covalent solids mentioned above, an enormous
volume of work has been published on the study of the metal silicides and
carbides. This work has-been motivated primarily by interfaciai-compound
formation: i.e. metal/diamond or graphite and metal/Si interfaces. The
technological motivations for studying these interfaces start with the observation
that the vast majority of microelectronics devices are currently based on Si. and in
the future increasingly on diamond for high temperature applications. The thrust
to employ new metallurgical schemes for Schottky barrier and for Ohmic contacts
to Si and diamond is directed toward improvements in contact stability at high
device-density and in device performance.224

Auger spectroscopy has been of great help in studying these interfaces and
for understanding the electronic structure of the metal compounds formed.
Theoretical electronic structure calculations indicate a qualitatively similar
bonding for almost all of the metal silicides and carbides.225:226 An example of
this is indicated-in Fig. 22 (inset 1)for'Pd48i.B‘:‘der Generally 3 bands are found
in-the Si-or C'DOS: a Si 3s (or C 2s)-band at §-12 eV. the Si 3p- metal (or C 2p-
metal )-bondingband around 3-7 eV, and the Si 3p-metal (or C 2p-metal)
antibonding-band around (0-3-eV (the latter two bands are sometimes referred to
as the-o and-7c bonding bands: they are labelled p and py in Fig. 22). The p,
electrons exist in-molecular orbitals with much of their density localized
interatomically-between the Si or-C and metal nuclei. The p5 electrons exists in

comparatively-well delocalized molecular orbitals largely responsible for the

“metallic conductivity exhibited by many of the silicides and carbides.Neckel

These two bands straddle a large non-bonding metal d band not shown in the
inset: although rec¢ent calculations for NiSi indicate that this band has extensive

metal d-metal d interaction which is also important for the placement of the Si or
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C bands.227 [t is this large metal band which obscures the bonding bands in
photoemission. and thus makes Auger spectroscopy so uniquely helpful in
observing the important bonding features in the DOS.

In the limit of the one-electron approximation (i.e. AU = 0), the CKVV or
Si L33VV Auger spectra should reflect the DOS seif-fold, consisting of the
features labelled a’-e" in Fig. 22. These features have been identified as arising
fromthe following: a’-ss, b’ - sp| +spp, ¢’ -p1pp + $pp,d’-pypp.and e’ -
pyp).D4deT Al 5 features are seen in the experimental Si Ly3VV spectrum (Fig.
22). which even has similar intensities as those in the self-fold. This isinsharp
contrast to the line shape for elemental Si as discussed above (Sec. 111.B) and
strongly indicates that the 3s electrons are much more localized in the silicides
compared with Si, where they are involved in the bonding.

The localization of the 3s electrons in the silicides is also indicated by the
results in Fig. 23 for CapSi and CaSi5.228 Here again the DOS self-fold are
compared with the experimental line shapes. Good agreement is found for CaSi,
but not for the Ca,Si line shape. The introduction of correlation effects utilizing
the Cini expression. eq. 6. with Usp = Ugg = 3eV,and Upp = () gives excellent
agreement with experiment. This indicates again the strong localization of the s
orbitals. and increasing localization with increased Ca content, as one might
expect. Furthermore. comparison with other data suggest similar localization-in
Mg28i22°, and apparently also in Yb/Si.230:231 [n contrast. SiLy3VV line
shapes from silicides formed with transition metals (e.g. Ti,232 Ni,233 p,234
Cu.235.236,237 A},238 [ 239 vy 240 4pd Au241) do not show large hole-hole
repulsion effects.

These trends in the silicides are remarkahly similar to those in the carbides.
Fig. 24-shows CKVV dN(E)/dE fingerprints for several metal carbides as

indicated.242 Detailed interpretations of the TiC, NbC,243, 244 g 245
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V(.246.247 ynd TaC248 |ine shapes reveal that the 5 features arise from the ss,
Sp + spa (singlet) sp; + spy (triplet). pyp;.and p py + papa contributions.
Note thatthe derivativefingerprints show. as one proceeds from the upper left to
the lower right. a decreasing singlet-triplet splitting. an increasing intensity of the
highest energy feature resulting from the pp DOS, and a decreasing ss and sp
localization. Perhrsson et al have shown that these changes can be correlated with
the enthalpy of formation (AH) of the metal carbides.PERTSSON The magnitude of
the singlet-triplet splitting in the sp contribution is sensitive to the degree of
orbital localization. since the more compact the orbitals. the greater the
interaction, and hence the greater the splitting. aH is-a measure of the ionicity of
the C-M bonds-in the carbides. so one might expect U to increase with aH.

The high energy shoulder seen in the C KVV line shape for the carbides and
the Si Lp3VV line shape for the silicides is similar to the high energy shoulder
visible in the O KVV and N KVV Auger line shapes for many other
materiais.249:250,251 Ay jeast six different mechanisms have been postuiated
for its presence. These can be summarized as follows:

I')-interatomic Auger transitions,,

2)-hole-hole correlation effects,

3)-electron transter or core-hole screening.

4) shake satellites,

5) band splitting due to covalent interactions. and

6) chemical shifts due to different species present.

The first two-of these can be classified as final-state effects. 3) and 4) as initial-
state-effects. and 5) and 6) as-chemical environment eifects. Fuil descriptions of
these mechanisms have been given elsewhere previously, Ramrev

Of these-six mechanisms. the band splitting mechanism for the carbides is

currently favored-based on the results summarized above. However. we can not
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completely eliminate the hole-hole correlation effects mechanism, favored for the
transition metal oxides and-previously suggested for the carbides,RamASS
Recent cluster calculations modelling the O KVV line shape for Ag,O using a
Slater-Koster type Hamiltonian (Fig. 25) shows the familiar high energy
shoulder. Ti€NE This broad shoulder from 5 to 11 ev arises from hybridization of
the localized state with states having one hole on one oxygen and another on
eithervsilveror on a different oxygen atom (i.e. from delocalized states). Cluster
calcuii -« ns modelling the O KVV line shape for S0y produced similar
results. R385 From the Cini perspective, the pp contribution undergoes a large
Cini-Sawatzky distortion so that the shoulder reflects the DOS self-fold. and the
principal peak results from the more localized states. The correlation of the
shoulder intensity with the heat of formation across the carbide series is also

consistent with this mechanism.

‘G,  MetalChalcogenides and Halides

The Auger spectra of metal chalcogenides and halides have been published
many times-over the vears. Recent efforts include work on Cl/Ag, 252
Ti0,.253.254 Zn3P,.255 - _Fe N.256 sulfide minerals,257 SO,, Oy. and
H,0/Li.28 O/NiAl.23? various La compounds,250 M, TiS, intercalation
compounds.2®1 Fe;Ti40,262 and Cu/GaP.263 Much of this Auger data provides
information-on coverage at a surface, or stoichiometry in the bulk, and perhaps
some bonding information. However, the Auger spectra of these generally ionic
matérials-can:provide more t‘undament‘al information, such as direct evidence for
the ultimateTateof the Shakc—e)\‘cilali()‘l‘ls upon c¢réation of tlie core hole.

Within the sudden approximation, XPS data reflect the core-hole state
shortly after-its creation. saywithin 10"17 sec.264 We note that shakeup states

with lifetimes significantly shorter than this will not be visible in XPS. because
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they relax before the photoemission event is complete. Well after 10° 13 gec., the
core level decays via the AES or XES process. with considerable relaxation
occurringin the interim.

Evidence for relaxation of the charge transter shakeup excitations before
Auger decay in CuX» and the Cu oxides is clearly evident from Figs. 26. The
primary 2p‘1d’10L’1 core-hole state produces the principal peak in the CulLy3
XPS spectrum (not shown here). The notation indicates that one hole exists on
the ligand (L) leaving 10 electrons in the Cu 3d shell. The XPS data also reveal a
satellite arising from a 2p- 149 "charge transfer” shakeup state. The primary core-
hole state decays to a d8L-1 Auger final state in the Cu L3VV case and to—a,d93p‘
IL-1state in the LzMo3V case, 205

Auger satellites are known to arise from the L3V-VVV or L3V-My3VV
processes, respectively. the L3V initial states resulting either from-Coster-Kronig
decay of the L and Lycore-holes (L.{-L3V and L.oL3V) or from direct shakeoft
during the initial L3.core-hole-creation (coincident Auger studies verify these
processes. see Fig. 28 and Sec. [IV.B1). These processes can accountfor an Auger
satellite with intensity of 0.7 relative to the main peak in the Cu and Cu50 line
shapes.Rambtscl ¢ has been indicated thal the charge transfer shakeup 2p~1dY
states responsible for the XPS-satellites in Cu?* materials decay to d7 states and
hence will add to the Auger satellite intensity.266-267.268 However, whiie the
relative intensity of the XPS satellites grows from 0.45 for CuBr; to 0.8 for
Cqu’vanderlaan Fig. 26 shows-no-change in Auger satellite intensity for the
CuX», or even between Cu, CuzO, and-CuQ.

The above results.indicate that all of the charge transier shakeup-states
must relax before the—co'reeholé:decay.269 This is not unexpected within
relaxation theories, because the shakeup excitation energy is much largerthan the

core-level width.270 In-contrast, the additional valence-hole states resultingfrom
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Coster-Kronig decay and shakeoff do not-dissinate before decay, because the
extra hole is apparently bound on the local CuO, cluster.Famhtscl However. for
CO/Cu(11), Chen et al concluded that all shake excitations (both shake-up-and
shake-off) relax before the Auger decay.271 Near a metal surface, the metal to
CO charge transfer is apparently much taster than charge exchange between

CuOy, clusters in CuO.

H.  High Temperature Superconductors.

Since the discovery of the copper oxide based high temperature
superconductors (HTSC) several vears ago, a deluge of electron spectroscopic
data on these materials has appeared. CuL3VV.and OKVV Auger line shapes.on
Luy g5(SrBajg, 5Cu047 272 YBayCu307.y (commonly called the 123
material)273.274.275.276.277 ynd on BipCaSryCuy0g + 4 (commonly called the
2122 material)278-272.280 hyve been reported. Because of the surface sensitivity
of AES. specific:care must be taken to maintain sample purity, reduce beam
damage. and limit O depletion: indeed. some-of the early work had severe
problems with O-depletion. particularly with-the 123 material.htsc

Comparison of the HTSC Auger-line shape with similar line shapesfor CuQ
and Cup O (such.as those in Fig. 26) have been very helpful to ascertain something
about the electronic structure and about the U parameters in the HTSC
materials.ghijsen.1jeng.281.282 Note the-larger satellite in the Cu L3VV line
shape for the Bi 2212 HTSC material compared with CuO and Cu,O in Fig. 26.
These line shape studies reveal:

[) that the local electronic structure around the Cu.and O atoms is

not dramatically different from the conventional oxides,

2)-that Cu +3 i not present. but ratherthe effective valence of Cu-is

somewhere between Cu* ! and Cu +2 (i.e. the Cu-O bond is more
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covalent in the HTSC's than in CuO), and

3) that some line shape changes can be correlated with T,.211hitsc

One of the parameters that may be critical to the superconducting
mechanism is Upp’ the Coulomb interaction on the O atom. Valuesfrom4 to 14
have been reported (see reterence Ramhtsc2 for a summary of the theoretical and
experimental estimates). The O KVV ALES linie shape rather directly reflects Upp
for CujO, since the dcy -po valence band is initially filled in CuyO leaving a two-
hole final state. Table 4 indicates a value of around 5 eV (4.6 to 5.7 eV) for
Upp.ghijsen,tjeng The Auger data for CuO and the HTSC's is not so easily
interpreted, because now the valence d-p band initially has one hole per CuO unit
leaving a three-hole final state after the Auger-decay. In this case the Cini
expression is not rigorously valid.

In spite ot these problems, many interpretations of the O KVV line shape
for several transition metal oxides using the Cini model have appeared in the
literature. The Upp values obtained are-indicated in Table
4,283,284,285,286.287.288,289 Thege qualitative U's indicate some very
revealing points. First. the d-electron count is apparently very important in
determining Upp- probably because the d electrons help to screen the hole-hoie
repulsion on the O atom. Those oxides with no d-electrons have Upp values in the
range of 10-14 eV. Those oxides withfpartially.t'illed d-bands have Upp values in
the range 3-6 eV, and those with filled d-bands have Upp values around 1l eV
except for CupO. Obviously the d electrons arevery etfective screeners of two O p
holes when they are more mobile (i.e. when the d band is not filled).

In.CupO a different screening mechanism is.apparent. as suggested by the
much reduced Upy for CupO compared with-the other filled d-band oxides. The
filled and expanded.3d shells in the Cul* atoms-which surround the oxygen are

apparently uniquely polarizable. and thus decrease Upp significantly, O K
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XANES data suppoit this interpretation. since exitonic effects are also strongly
reduced for CupO compared with Cu0.299 Therefore a larger Upy, is anticipated

for CuO and the HTSC's. compared with CuyO; probably something around 6-8
eV ramjes

I1i. THE FUTURE - NEW DIRECTIONS

The review above of several areas where Auge: “1e shape interpretation
has provided considerable insight into localization, charge transfer, polarization.
and screening processes should convince many readers that the results obtainable
from this approach are worth the effort. However, Auger line shape analysis has
not realized-its full potential because a quantitative interpretation is still-a
formidable task in view-of the many simultaneous processes and the many-body
effects reflected in-the total line shape. As mentioned above, just the extraction
of the line shape (i.e. removal of the background and-inelastic losses) is not an
easy task. One way to simplify these two tasks is to limit the number of variables
orto limit the number of simultaneous processes. I believe this is the direction of
the future for AES. and that much progress will be made-in this area in the coming
vears. Below, I will outline several areas, and give several examples. where
controlling some of the variables greatly-eased the tasks required for quantitative
interpretation of the line shape. and-in some instance provided significant new

insights.

A.  Controlling the Background and Inelastic Loss
Sec. I1.Al¢c. mentioned two-ways to experimentally nearly eliminate the
nuagnitude of the background and inelastic loss contributions: namely by positron

induced AES (PAES). or by coincident techniques. An-example of the former is

given here, and coincident techniques are discussed in a different context below.
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Fig. 27 compares Cu M3 VV Auger data induced by electron (EAES) and
positron excitation (PAES)Weissl 291,292 y qramatically reveals the strong
reduction of the background-in PAES. The incident beam energies were 3 KeV
and 25 eV for the electron-and positron beams, respectively. Secondary electrons
cannot be created through collisional processes with energies in excess-of the
beam energies, hence the secondary electron contribution drops essentially to
zero beyond 25 eV in the PAES spectrum. Similar spectra taken with overlayers
of § and Cs Weis$.293 revea| that 95% of the Auger intensity arises from the
topmost atomic layer-of the Cu-surface. This is because the positrons are trapped
in the image potential induced at the surface.224 This surface sensitivity should
drastically reduce the-extrinsic inelastic loss contribution. The presence-of
considerable intensity remaining-around 40 eV in the PAES spectrum of Fig. 27.
may in tact arise from intrinsic loss processes. such as shakeoff. A shift of neariy 6
eV to lower kinetic energy in:the PAES data compared to the EAES data may
arise from increased hole-hole-repuision near the surface compared with the bulk.
Thus PAES data may provide significant new information on intrinsic shakeofif
processes and localization-near metal and other surfaces.

The relatively high-efficiency with which positrons generate low energy
Auger lines combined with the low background permit Auger spectra to be
obtained with energy doses-of 1073 times less than those necessary for EAES. This
may allow PAES data to be obtained on systems highly susceptible to beam
damage. Finally, recent data suggest that the positrons annihilate core efectrons
preferentially near surface-defects or impurity sites.225 This may allow new
unique studies-of the-electronic-structure-occurring near such defectsites.

information of great interest.in the electronics industry.

B. Controlling the Initial State
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We have emphasized in this review the significant contributions due 10
satellites arising from initial and final state shakeoff, shakeup, resonant
processes, and Coster-Kronig transitions. These simultaneous processes-make
interpretation of the total line shape much more difficult. Controlling the initial
state helps to confine some of these processes.

1. The APECS Technique

Auger-photoelectron coincidence spectroscopy (APECS)Haak 4llows one to
limit or control the initial state in the Auger process. By counting only those
Auger electrons which arrive in coincidence with photoelectrons of specific
kineticenergy, the initial state is uniquely determined, thus controlling the
magnitude of various satellites.296 Recent work on Ar, 297 GaAs,Bartynski g
TaC, Hulbert have appeared.

Fig. 28 shows the APECS spectrum for the Lo3M45Mys line shape of Cu in
coincidence with the L|, L. and L3 lines.228 Also shown is the total Auger
spectrum for comparison. Note that the inelastic loss contributions are
substantially reduced compared-with the AES line shape because in APECS.
Auger-electrons which have suffered inelastic collisions-on their escape from the
sample will not arrive in coincidence with the photoelectron. The satellites due to
the Coster-Kronig process are-uniquely separated-from-the L3 Auger
contribution. and the Ly and L3 Auger contributions are also clearly separated.
This separation allows the "delocalized” portion of the L3 Auger signal around
927 to be-clearly visible, as well as the 1S multiplet-around 912 eV in the localized

portion.

A second way of controlling the initial state is by utilizing a tunable photon
source. such as a synchrotron. to-resonantly excite a.core electron into a bound

state.
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M — M[c 1] (14)
The excited electron can then either participate in the Auger decay

Miclep] = M*Pvl] + e (15)
or be a spectator to the Auger decay of the core hole

Miclg] - Mtvlv--1a] + e (16)
This technique has been called de-excitation electron spectroscopy (DES).29°2
The initial state can infact also be controlled utilizing a coincident electron
technique. In this case. the Auger electron is collected coincidentally with the
scattered electrons, of fixed energy loss and fixed low scattering angle. In this
coincident procedure the electron beam mimics an incoming photon beam.

The DES technique has been used extensively for free molecules309.301.
302.303,304,305 ynd for small molecules chemisorbed on surfaces,chendos
.306.307 [n the free molecule, resonant excitation into a 7 level generally results
in 4 spectrum reflecting the occupied one-electron DOS of the molecule. For an
adsorbate, the excited-electron may escape betore the Auger decay, resulting in
essentially-the normal kvv spectrum. The DES technique has also been used in
solids. such as in Ni.398 and recently in Si. where it has been used to emphasize
surface effects as opposed-to bulk-contributions. WOi¢ik Excitation into various
excitonic levels in-insulators also enables one to obtain information on the nature
of Z+ ] defects sites.

As an example of DES data, Fig.29 shows electron and nonresonant photon
(Al K, x-rays) excited Auger (EAES and XAES) data along with DES data for the
0, molecule.399 The DES data in Fig. 29 were obtained utilizing the coincident
electron technique; however, recently Lapiano-Smith-ct al alsopresentedvery
similar photon excited-data for Oy gas310, and Chen et alforsolid 05,311
Detailed interpretations of these data along with calculations have recently been

reported for this molecule.312,313 The normal Auger v-2features actuaily
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extend to much lower kinetic energy than shown. The nonresonant XAES
spectrum reveals features resultingfrom shakeup (1—,-:-g‘1 l7e,;) around 504 and
506.5 eV. The EAES spectrum reveals additional features around 507,511, and
518 eV resulting from resonant excitations, 1s‘111rg. These same features may be
present. but with much reduced intensities, in the XAES data. There appearance
in the XAES data arises because of secondary electrons with energy significantly
greater than the 1s binding energy. The features above 509 eV in all three spectra
arise from the process in eq. 15: namely when the resonantly excited electron
participates in the Auger decay. Those features below 509 eV in the DES
spectrum arise predominantly trom when the resonantly excited electron is a
spectator to the Auger decay (eq. 16).

Sambe and Ramaker have successfully-interpreted the resonant
contributions above 510 eV by making comparison with PES data on the basis that
the separation between peaks in the v-1 DES final state and the v-1 PES final state
should be nearly identical.524Mb€ Carrol and Thomas showed that the AES and
entire DES profiles are very similar except for a 11.4 eV energy shift.thomas
Carroll and Thomas argue that the normal AES profile above 498 eV is dominated
by l7ry” ly-1final states. and that one cannot distinguish between the resonantly
excited l»n-gelectron. and the two original ’lvrg,e'lectrons. Thus, the-entire DES
spectrum can be considered.as a two-hole, one-electron spectrum. Since the extra
electron screens the hole-hole repulsion, the DES-spectrum is shifted by 11.4 eV
from the AES for Oj gas. but by only about2 eV in solid*Oz.Chen This difference
hetween the gas and solid phase data arises-because of large intermolecular
screening which reduces the U in the 2-hole AES final state in solid Oy. This
intermolecular screening is much less significant.in the 2-hole, 1-electron DES

final state because of the resonantly excited electron. The separation between the
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participator and spectator contributions depends on the binding energy of the

electron in the excited bound state. 314

C.  Controlling the Spin Polarization

By measuring the spin polarization of the Auger electrons one gains
additional information about the possible process which caused them.313 Spin
polarized AES (SPAES) thus has two aspects: namely it assists in interpreting the
the normal N(E) spectra and it has the potential to provide useful information in
surface magnetism. Fig. 30 shows an example of the former capabilityfor the
My3My5Mys Auger line shape from Fe(100).316 Shown in Fig 30 is the normal
Auger signal (hereindicated as I) and the effective spin polarization Pggp = P, +
(P-Py)I/(1-15) where the polarization P = (nt --n4)/(nt+ + nd) [n+(ne)is the
number of electrons with the spin-parallel(opposite) the- magnetization of the
sample], and Py and 1 are the polarization and Auger intensity in the background
region. The leading peak in I around 42 eV is the main line leaving the-¢-2
configuration. The My3e-V satellite around S1eV (see eq. 15) and above the M3
threshold, is the well-known autoionization satellite with final d-l configuration,
The autoionization-emission is strongly polarized. but not as strongly as a very
weak satellite around?64 eV. The source of the Auger gain satellite is not knewn
exactly, but its extremely high polarization restricts it source Allen

SPAES data has been published recently for O/Fe(100),317
Gd/Fe(100),318 and Fe/Au(100),319 providing exciting new data on the
magnetic coupling between different metals at a surface. Significant conclusions
were reached without-detailed understanding of the Auger processes.involved,
Clearly more theoretical work is required in-this area-before detailed magnetic

applications can be accomplished. I expect much more progress in this.area in the

near future.
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D.  Controlling the Angle of Escape

Recently. strong angular variations in the Auger line shapes of adsorbed
molecules have been observed.320-321 These can be explained by applving
selection rules derived from simple symmetry considerations. The angular
variations are of significant help in determining the correct assignment of some of
the fine structure in the line shape. Furthermore, it provides direct evidence for
the angular orientation of the molecule on the surface. Recent studies have been
reported on CO/Ru(001) and NO/Ni(111),Umbach,322

Fig. 31 gives an example of the data for the coadsorbed system,
CO+K/Ru(001).323 Many different models have been suggested to expiain the K
induced effects on the CO bonding ranging from pure enhanced 2p back donation
to the formation-of ionic K-CO salts. Some models postulate a lying down »c-
bonded CO ora strongly tilted CO configuration. The angular dependence of
peak + arising from the 4e | 1b | final state, and comparison with model
calculations.in Fig. 31 indicate quite clearly that the CO is vertically bonded to the
surface. Further interpretation indicates that its valence orbitals are rearranged
by the presence of coadsorbed K Wurht,324

Use of angular variations in Auger line shapes, although quite rare to date,
should have considerable potential. Angle resolved Auger datafor graphite also
showed considerable variation with angle.323: 326 Recently, initial results have
been reported where both the incident angle of the primary electron beam and the
collection angle of the Auger electrons are varied independently.327:328 Both
angles-strongly influence the surface sensitivity of AES. The angular variation of
Auger spectra for K/Si(001),322 Cu/Ni,330 and O/Nig33} were also recently
reported, where the data was utilized to determine the adsorbate sites on the

surface. These latter studies relate to electron scattering after the Auger event,
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but I anticipate more effort in the future on the changes of the intrinsicline
shapes with angle as well.

E. Extendingthe Theory

In this section I want to assess the current theory, it limitations, and areas
where furtherwork is urgently needed. It goes without saying, that ones
perspective is different than anothers, so that I may be a bit biased-in my
assessment. My bias leans toward building a balanced. semi-empirical,
convenient approach. that can be utilized for a wide variety of materials of
technological interest. We know that a complete solution of Schrodinger’s
equation fora two-hole final state in a molecule or cluster gives an excellent
interpretation of the Auger line shape. But this approach is inconvenient, and can
only be performed on the simplest of molecules, If the interpretation of Auger
line shapes.is ever going to provide a convenient and useful means.of extracting
electronic structure information on a wide range of materials. a theory must be
provided which is widely applicable, convenient to use. and balanced with regard
to itsvalidity and fundamental justification. Considerable-progress.has been
made. but much remains to be done.
1. Atomic Auger Matrix Elements

A discussion ot atomic Auger matrix elements was given in.Sec. [1.C2. Fig.
8 and similar plots for-other Auger transitions clearly indicate that one-electron
calculations are not adequate to evaluate these elements. Thesesame figures
suggest that the relative values of these matrix elements are surprizingly constant
with nuclear charge Z, and that no verifiable difterence exists between atoms,
molecules, and solids (some investigators may differ particulatly on the latter
point). Nevertheless. many investigators continue to perform sophisticated
calculations to obtain the DOS. and then calculate the matrix elements within the

one-electron model. In my opinion, this-is-an unbalanced approach (i.e. accurate
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DOS but widely inaccurate matrix elements) which can easily be corrected by
utilizing the semi-empirical matrix elements. Although the paper by Jennison
strongly warns against using matrix elements calculated from one basis set along
with wavefunctions calculated from-another, Jennison was utilizing nonlocal
Wannier functions for the wavefunctions and local Slater orbitals for the matrix
elements. JeNPRL Most DOS are obtained utilizing local basis sets. or obtained
semiempirically as described above (Sec. 11.B2), and experience on a wide variety
of systems has indicated that the semi-empirical matrix elements are quite
adequate. The apparent problem with the Si Ly3VV line shape in elemental Si
arises from other causes (see Sec. I11.B).
2. Vibrational Widths

Vibrational widths are a big problem in molecules; and although not as
evident in-solids. vibrational-broadening certainly is present here also. As
discussed in Sec. I1.B3. the problem with widths is aciute only when they are totally
ignored. sometimes causing the presence of satellites to be unrecognized. No
simple theory exists for calculating the vibrational widths, but the problem
identified-above can be eliminated by broadening the "bar" diagrams or utilizing
an empirical DOS as describe in Sec. 11.B2. They are not a major problem when
considering solids.
3. Satellites

The importance of "many-body” satellites has been increasingly recognized,
particularly for free molecules but also in extended solids. Nevertheless, many

investigators still insist on ignoring them. Although these satellites may

complicate the interpretation of the line shape, they provide valuable and unique

information-on charge transfer. screening, and localization. Better techniques

must be developed for generating line shapes for these satellite contributions.
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The Cini-Sawatzky expression has been the basis for our understanding of
correlation in Auger line shapes. It has been utilized with surprising success for
metals, insulators, semi-conductors, and:-for molecules. But its application is only
fully justified for completely filled nondegenerate bands. What are its exact
limitations?

a. P 10 le i 1 .

Some theoretical work has been reported for initially untilled bands by
Treglia et al,tTe8lid Cinj et a1332,333.334 4 Liebsch.335 We brietly
summarize some of this work. According to Treglia et al., the Cini equation is still
applicable for nearly filled bands.(i.e. low hole density); however. o (E) must.now
include the self-energy effects. In this prescription. o (E) might be determined
from the measured ptiotoemission spectrum which includes static and dynamic
screening effects, etc. (the latter introduces-satellite contributions).336 Cubiotti
et al. applied the model of Treglia et al. to consider the XVV spectra of several
alloys: unfortunately, they did not compare their results with experiment to verifv
their findings.337 However. Cini et al. suggest that within the ladder
approximation. the undressed or bare one-hole propagator is more appropriate
(this has become known as the bare ladder approximation, BLA).cinverdoz Cipj
has concluded for PACini above ynd graphite338, hoth possessing unfilled bands.
that the Cini expression can satisfactorily be utilized with the undressed DOS,
provided AU is treated as a parameter to-give an optimum fit to experiment. and
the correlation effects are small. Apparently. the two holes tend to interact more
as bare holes because the size of their screening-clouds is larger than the range of
hole-hole repulsion. Bennetetal.D€N0€t have introduced a procedure which
removes any photoemission satellite contributions so that the undressed DOS

might be approximated empirically assuming the remaining static screening

effects are relatively small.
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To understand some of the problems which arise for unfilled bands.
Sawatzky has presented a revealing illustration as shown in Fig. 32.339 Sawatzky
considers a lattice-of H atoms with U> > W for the 1s electrons. This is then a
ferromagnetic system with one electron on each atom in the majority spin
configuration and a small number of minority spins added as shown (i.e. the band
is slightly greater than half-filled). The schematic dressed (or correlated)-DOS
and photoelectron spectrum for this system is then shown, along with a self-fold of
the PES to approximate the AES profile (this approach is consistent with the
theory of Treglia et al.). The expected AES spectrum is also shown assuming that
two localized holes can only be produced in those initial states containing two
electrons per atom. Therefore nearly all the Auger spectral weight occurs around
a binding energy of U, in sharp contrast to the self-fold of the correlated. DOS.

Fig. 32 reveals that a straight forward application of the Cini expression to
the occupied "dressed" DOS self-told does not account for the spectrum. and at
best gives a negative U value. Perhaps the self-fold of the correlated DOS
includes the effects of U twice, and the negative U in the Cini expression-s simply
undoing this error. Whatever the case, as suggested by Cini's BLA approach; it is
better to consider the uncorrelated DOS. The uncorrelated DOS in Fig. 32 would
have a band symmetrically situated around Ey, the lower portion occupied. the
upper unoccupied. The self-fold of the occupied portion of this uncorrelated DOS
would give a spectrum centered just below Eg, and the Cini expression would then
shift the spectrum to-the left by U. This is a strong argument for using the

undressed DOS, or at least eliminating the satellite contributions from the

dressed DOS-or PES data before the self-fold. However, it doesnot necessarily

settle the issue of whetherthe-correlated (minus satellites) or uncorrelated DOS
should be used.

Now consider the two filling limits. As the band fills. the intensity of the
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minority spin band at E; in the PES increases and the majority spin band
decreases (i.e. the latter ultimately becomes a "satellite" feature). At the filled
band level, only the peak around E; remains so that the correlated and
uncorrelated DOS become the same. If we utilize the idea of Bennet et al,bennet
mentioned above for removing the satellite, we can self-fold just the "main" peak
and obtain a reasonable approximation to the AES profile for nearly filled bands.
At the other limit, for substantially less than-half-filled bands. the contribution
with highest binding energy (previously called the "satellite") becomes the "main”

peak, and the Fermi level moves down to.it, so that again either of the DOS can

‘still be used in the Cini expression. Furthermore for U> > W and less than half-

filled bands, we obtain no Auger intensity because under these circumstances no
two electrons exists on the same atom.

We conclude that Cini's bare ladder approximation seems. at last
qualitatively, to be able to handle all situations. Treglia’s approximation may also
be adequate provided the satellite contributions are removed. Which of these
approaches is better is however not yet clear.

The existence of negative U’s has indeed been observed for the transition
metals on the left side of the periodic table, i.e. with less than half-filled 3d bands.
Table 4 shows the effective U's obtained-utilizing the Cini expression on an
empirically derived DOS self-fold for the transition-metals (XPS data were used
however no distinct satellite features were evident). Indeed. the U becomes
increasing negative as the band becomes-more unfilled.340 Negative U’s have
also been found for some transition compounds, such as CrSe, and TiSe,.deboer
Different suggestions-have been-given-for-obtaining these negative U's, deBoer et
al. suggested that the negative U’s were caused by a dynamic bipolaron etfect
involving the conduction electrons. Others have proposed that these are caused

by the potential of the core-hole in the initial state, i.e. due to edge or non-
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orthogonality effects.341:342 Ramaker et al. have argued that for the low
electron density limit, i.e. nearly empty bands, the negative U values can be
interpreted.as arising naturally from correlation effects in the initial
state.343:344 Note that all of the above suggestions involve additional
complications not even considered yet in discussing Fig. 32, and do not primarily
involve the satellite problems discussed above.

To intuitively understand some of these additional complications, consider
again the lattice in Fig. 32, but now with just two H atoms, and compare the case

when the band is full on the left and when the band is-half full on the right.

Eull Half full
Initial state <p‘12’<p22‘ <p12
Final state @ 12 empty (17)
Matrix element <Iskl]ry” l'[cplcpl > <eiedrn” 1,[1skl>

In this simpie diatomic molecule case, the orbitals o and ¢o5 are the
uncorrelated orbitals, such as the Is, 2= 1s, bonding and antibonding MO's, and
I's and ki refer to the core and continuum orbitals involved. The Auger matrix can
be written-in either the hole picture or the electron picture; i.e. we can enumerate
the electrons orthe holes. Obviously, on the left, it is better to consider the holes.
while on the right better to consider the electrons, because in either case we then
have an empty band; empty of holes in the initial state on the left, and empty of
electrons in the final state on the right. Therefore, we need to worry only about
final state hole-hole interaction-on-the left, and.initial state.electron-electron
interaction-on the right. This initial state electron interaction on the right will
increase the initial state energy. thus increasing the Auger kinetic energy. and

make the conventional U parameter come-out negative. For U > W, the two
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electrons will remain on separate atoms (antiferromagnetic), and the Auger
intensity goes to zero for less than one-half filled'bands as discussed above. Thus
the electron interaction in the initial state alters both the intensity and the
profile. This is to be expected, since by the nature of the sum rules, the initial
state must always determine the total intensity, RamFSR

These intuitive ideas have been applied by utilizing the Cini expression as
depicted in Fig. 33 where the final state and initial state rule prescriptions are
compared.RamlSFS In the initial state prescription. appropriate for less than or
equal to half-filled bands, the Cini expression is applied to the entire DOS.
occupied and unoccupied portions. As U increases the occupied DOS self-fold is
distorted upward-by a negative U and the total Auger intensity (shaded area)
decreases. This-is in contrast to the final state case. where the distortion is
-downward, and the total intensity is conserved because it is applied only tc the
occupied part. The upward distortion in the less than half-filled case occurs
because the Auger process tends to select those electrons which exist on the-same
atom in the initial state.

Let us now go back to the illustration in Fig. 32. The initial state rule
prescriptionwas not derived for these circumstances: the band is greater than half
full. and it-is applied here to the self-fold of the correlated (plus satellite) DOS.
Thus we should:-be highly skeptical of the result. Nevertheless, we see that the
initial state prescription also qualitatively works-on the self-fold of the correlated
DOS (with satellite contributions). Note that the actual AES intensity is much
reduced from the DOS self-fold, as illustrated schematically. When the band is
less-than-half-tilled. the AES intensity should goto zero in this highly correlated
system (i.e. U> > W), consistent with the initial state rule-prescription. .

Now for the many atom system, an-additional complication arises, because

now the band will not be empty in either the initial-or final state. This introduces
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additional screening effects. To illustrate this consider the band
P P2 PP PP m+ 1P with the orbitals 1 through m occupied and m+ 1

through n unoccupied. The initial and final states can then be written as follows:

hole picture (> half filled) electron picture (< half filled)
wis: <lIsklogi1von’] <<p1’<p2’...<pi’<pj'...<pm’] (18)
Trst [eieiem+ 120> (1sklew 1902...02m >,

where ¢o; is an orbital in the final state without a core hole and ¢»{’ is an orbital in
the initial state with a core hole. The Auger matrix element <‘I’IS["12-I]‘I’FS>
then-reduces to the two-particle matrix elements within-the "orthogonalized final

state rule” approximation:

< lskl]r*lz'l[sgiggj> <52i’5éj’—]r12'1[lskl> (19)

where

. - . . * ., o— .. L3
i = ®i"Zynocc Sin¥n @i =i -ZgcecSinen  (20)

Here the sums continue ovér all-of the unoccupied or occupied orbitals
respectively on the left and right s«de, and the S;, are the-overlap integrals
<eilleey >, which in perturbation theory are proportional to 1/(E;-E).

Within the tight binding approximation, each band orbital can b‘e expressed
as a linear sum over the atomic-orbitals, o = = cp(n)fy. Furthermore, the

Auger profile. A(Eq ). canbe given
A(Epm) = =53 1(1:.8,0,) A(Eyp, UL s 5, 1(n)icj(m)] (21)

using the notation of eq. 6 for the Cini expression, where'we are summing over all
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multiplets, and the coefficients ¢{(k) determine the electron density on atom 1
(the one with the core hole) in the orbital n or m. The coefficients I are the
intensity for each multiplet determined from the atomic Auger matrix elements
and the appropriate coupling coefficients. The hole-hole repulsions depend on
the particular multiplet. Above, eq. 20 accounts for the new effect, core hole
screening, which introduces non-orthogonality between the initial and final state
orbitals and-causes dynamic screening effects.

Now consider the case on the left which is more appropriate for the low hole
density limit (the nearly filled band) case. As the band fills. the number of terms
in the sum over the unoccupied-orbitals in eq. 20 decreases so that io; = ;.
Furthermore, well below the Fermi level, the S; coefficients are very small, so
that o = <o in any event. This.is the origin of the final state rule which indicates
that the line shape reflects the DOS appropriate to the final state. When g >
;. we have the orthogonalized final state rule. which introduces singularity
effects, also referred to as MND effects in Sec. II.B. On-the other hand. for the
low electron density limit (the-nearly empty band). the-sum in eq. 20 approaches
zero onlyfor the nearly empty band. As the band fills, the projection onto the
final state orbitals converts «o;” to <o, so that the final state DOS is still more
appropriate, although that this is so is not as clear. Therefore. in both cases. the
final state DOS is more appropriate.

Both the initial state electron-electron correlation effects and the non-
orthogonality screening effects near the Fermi level tend to make U negative.
Indeed, others have attributed the negative U’s to these non-orthogonality
effects.m“vlenn I suggestthat the effective negative U’s exhibited by the
transition metals for less than-half-filled bands as-shown in Table 2 primarily arise
from electron-electron couplingin the initial state, although non-orthoganality

effects.could also be playing a significant role. RamISFS
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Negative U effects have also.appeared.in other systems. The zr7c Auger
contribution for the benzene molecule shows an upward distortion, RamISFS 1y i
believed this arises because the total -« band (bonding plus antibonding) is half
filled in benzene and hence a negative U is appropriate within the initial state
rule. Ramaker also has shown that the sv»c contribution arising from the
reconstructed clean diamond surface within Pandey’s »c-bonded chain model can
be explained by a negative U, which strongly reduces the sr»c contribution vs. the
o7 coming from the surface, Ramdia Finally, some very interesting correlation
effects have been observed.in core EELS spectra for Ti and V metals which
suggest similar effects Erickson

We can summarize theose intuitive discussions as follows:
a)  Thefinal state (i.e. ground state for CVV processes) DOS is the most
appropriate one in nearly all cases.
b) [t is best to use the uncorrelated DOS, or the correlated DOS but without
the satellite contributions. Agreement.on which of these is best has notyet been
obtained.
c) For nearly filled bands, the Auger profile apparently reflects the multiplets
from hole-hole coupling in the final state that gives the usual positive U’s.
For significantly less than half-filled bands, the Auger profile reflects the
multiplets of the electrons in the initial state, that gives negative U’s in the usual
sense.
d) The initial state determines the total intensity in all cases. For less than
half filled bands, electron-electron coupling is-critical to determining this
intensity.

It seems clear that much more rigorous work is required to sort out these

complicated correlation and screening effects for initially unfilled bands. We

anticipate much more work in this critical area in the near future.
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b.  Degenerate Bands

The problem of degenerate bands also needs to be considered. Cini has
applied the BLA theory alongwith the full multiplet and intermediate spin-orbit
coupling theory, without further simplifying assumptions, to the C KVV line shape
of graphite.CINi&raP The theoretical line shape he obtained was amazingly similar
to that obtained empirically by Houston et al., who ignored the multiplet
decomposition and applied the Cini expression directly to the full ss(1S), sp(1S +
3S), and pp(1S + 1D + 3P) contributions.Housgrap It seems clear that if the
correlation effects are not too dramatic, the-same 2s+ 1L multiplets arising from
different bands decouple, and the bands can be treated independently (e.g. the
ss(1S) and pp(1S) multiplets-decouple). Furthermore for small U’s, the different
2s+ 1L multiplets arising from the same band apparently can be averaged-together
to give an effective ss,sp, and pp contribution (e.g. the 1S and 1D multiplets from
the pp contribution can be summed before applying the Cini expression). It is not
clear from Cini’s work whether the large non-spherical effects present in-graphite
were taken into account.

Although-the theoretical line shapes obtained by Cini and Houston et al.
were nearly the same, the resultant U’s were very different. Houston et al: found
U's of 0.6, 1.5,.and 2.2 ev for the pp, rp, and rr components (in a slightly different
procedure Ramaker et al.Ramhydc obtained the values in Table 3 namely 0, 1, and
2 eV), while Cini found values of 5.5, 11, and 11 eV. What.can account for these
dramatically different U’s but'with the same line shape? One possible
explanation may involve the normalization and/or selection of the individual

~components.of g *q.used in-eq,.6, Examination-of eq. 6-reveals-that different
normalizations-of these components results in-different values of DU, for the
same distortion. Therefore, Cini’s multiplet-expansion may give different U

values because he included different 2s+ IL multiplet components, whereas




Ramaker 72

Houston et al utilized just the 3 (rr. rp, and pp) components . The DU’s reported
in Table 3 are interpreted as Uegg-Uegg’, i.e. appropriate for group or cluster
orbitals as discussed above. and the values obtained by Houston et al are
reasonable in this context. I am not certain what the U’s reported by Cini
represent? Furthermore. it is not clear from Cini’s paper whether he included the
two-center hole-hole repulsions. U12. and these obviously have a signficant effect
on DU. The original Cini expression ignored all U12’s within the Hubbard model
(eq. 6). In any event. more theoretical work needs to be done-here to
fundamentally understand the U parameters obtained for highly covalent systems.
¢ Molecules

The appiication-of the Cini expression to the empirical DOS for molecules
is another approximation requiring further justification. This is problematic since
the empirical DOS contain the vibrational broadening which has nothing to do
with the correlation problem. However, vibrational broadening is also present in
the empirical DOS for solids: it just is not as evident sincé banding effects
dominate. Extended covalent solids contain banding effects which also do not
dictate the correlation. To illustrate this, let us compare the DOS for benzene
with that for graphite. The local sp2 bonding around-each C atom is essentially
the same and this is reflected in the similar gross features.in the DQS as shown in
Fig. 6. The small differences arise because vibrational-effects dominate in
benzene while banding-effects (i.e. second, third etc nearest neighbor
interactions) dominate-for graphite. However, the principal correlation effects
are determined by ure local bonding. Thus neither the extended banding effects
in graphite nor vibrational effects-in benzene (both-broaden.the major DOS
features)-determine the correlation distortion. It has-been-shown that the Cini
expression mimics the effects of a configuration-interaction for molecules. Thus.

we intuitively expect that the Cini expression has comparable validity for
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molecules and covalent solids. Thisis true provided the separation, AE. between
the molecular levels is small compared with the vibrational broadening. aV. This
does appear to be true for the molecules such as benzene, hexane, and larger
molecules. but may not be appropriate for ethylene, etc. involving three or less
carbon atoms. In these smaller molecules, multiplets are also more important, so
that this approach is certainly not completely satisfactory for these small
molecules.

We know that the Cini expression will continue to be used on a wide variety
of systems; even in the event of some progress in developing a theory for unfilled
and degenerate bands. But much-further work is needed to learn of its limitations
and validity for a wider variety of materials.

F. Expanding the Applications

Most Auger line shape interpretations-to date have been on homogeneous
solids. molecules. or at least onwell:characterized surfaces. And most
interpretation schemes in the-past require a one-electron DOS. which is then
utilized to generate a self-fold for-insertion-into the Cini expression. The DOS
are normally obtained empirically as-described above. But the future will demand
a study of more complex practical:systems. Recent examples of Auger line shape
interpretations on more complex systems include studies of explosives345.346
semiconductors such as TCNQ347, conducting polymers such as Fe-doped
polvacetylene and polypyrroles, 348 electrode surfaces,349:350 meta)
clusters,351,352 petroleum shales, 353 sputtered stainless steel-carbon composite
layers.354 C implanted metals for hardening purposes,333 surface
segregation.336-357 grain boundary segregation.358:359 and.on vanadium.oxide
bronzes (e.g. Nag 33V205)360. Reviews on the impact of AES-on

technology,361-362 electroplating.363 and ceramics and glasses.364 have been

published recently. As-the technology movesto more complex "engineered"”




Ramaker 74
inhomogeneous materials such as multi-elemental alloys, composites. matrices.
high temperature superconductors, and interfaces, AES is going to be increasingly
useful because of its ability to sample a site or element specific local DOS. Thus.
the future of AES is bright, but the theory must advance to be able to handle these

increasingly complex systems. Much work remains to be done.
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‘I'able 1 Comparison of the atomic Auger intensity ratios for Si CVV and CCV

Auger line shapes (From Ref. Ramsi).

Line shape s/porsl/pp Intensity ratio4 Intensity ratiod
KL;V s/p 0.79 0.75 %= 0.1
KL>3V s/p 0.23 0.3 %= 0.1
LiLa3V s/p | 0.64 0.8 == 0.4
LyzVV ss/pp 0.01 0.025+ 0.001
sp/pp 0.10 0.38 == (.02
KVV ss/pp 0.10 0.15 2= 0.02
sp/pp 0.48 0.46 == (.02

UUntensity ratios (e.g. Accs/Accp) obtained from the fit of eq. 6 to the experimental data.
Plntensity ratios (e.g. Acss/Accp) obtained from Fig. 8, similar such-plots for the other

Auger “ransitions.Ramsi.Ramrevl ;4 trom Ref. Babenkov.




Table 2 Summary of satellite intensities in percent.d

_ Methane 51 0 12 20
Ethane 52 0 12 21
Cvclohexane 54 0 8 19
Polyethylene 67 3 11 17-21
Ethylene 50 2 13 20
Bemnzene 50 ! 6 21

L& ]

16

IFrom Ret. ramhydc.




‘T'able 3 Summary of AU and & parameters obtained empirically for the theoretical kvv

line shape.@

Molecule AU (eV) sb (eV)
Methane 0 12
Ethane I 1 0 12 10 10
Cvclohexane 3 3 1.25 9 9 9
Polvethylene 3 3 1.25 0 0 0
Diamond 2. 0
lkenes oo o frad.o e fedoud ackiad
Ethviene 2 1 0 9 8 L
Benzene 2 1 0 8 6 0
Graphite 2 L 0 0 0 0

4From Ref. Ramhyd.

ba positive & indicates a shift to higher two-hole binding energy.




Table 4 Comparison of empirical effective U parameters

Si0> MgO TiOj MnO, Fe;03 FeQ O/Ni CuQ ZnQ
. 5 113 9.6 5.5 48 64 54 105 1L.6
GeO) BuO Nb»Oj5 Cup0
105 11.3 6.1 5.7
AlQ3  YO5 ¥303V505 Ag>Q
14.2 3.7 43 352 7.0
HgO
11.7

ddwwmmuowmmmgmgmﬂmﬂub
Si Mg Al S¢c Ti V. ¢ Mn Fe Co Ni Cu Zn
-2. -1, 0.5 0.1 0. 1.2 1.2 42 80 9.7

4(j°s originally tabulated and collected by Fuggle.fU€¢ Values empirically obtained as
follows: V4Oy by Sawatzky and Post,POSt NayO by Barrie and Street. Barrie My0 py
Fuggle.fU88 O/Ni by Salmeron et al.54/meron cy,0 by Ghijsen.ghijsen AgyO-by Tjeng.
tjeng CuO by Fuggle,fU€8 and the remaining by Humbert and Deville.deville

bvalues obtained by deBoer et al,deboer




Fig. 1.

Fig. 3.

FIGURE CAPTIONS

The S Ly3VV Auger spectrum from LipSO4 powder pressed onto an
In substrate. (From Ref. Ramext)

a) The Auger line shupe N(E) with the estimated background EB(E)
utilizing eq. 1.

b) The resultant background subtracted spectrum. A(E), and the
backscattered spectrum. L(E), observed from a 140 eV primary
electron beam incident on the sample. The latter data were taken
with a CMA in the normal mode and are not corrected for the
analyzer transmission distortions.

¢) The "true"” Auger spectrum, A((E), obtained after deconvoluting
out the electron-loss contributions and correcting for sample and
spectrometer transmission., The solid and dashed lines in both b) and
¢) indicate two different estimates of the background and the final
A(E) spectra obtained with these background estimates. These two
spectra give some indication of the uncertainties involved in the line

shape extraction.

The CKVV Auger line shapes taken in the gas phase for various

carbon molecules as indicated. RYealK (From Ref, Ram rev2)

a) Total one electron DOS (solid line) for cyclohexane determined
empirically-as described-in the text. The-s-(dashed line}. ppy (dotted
line). and pcc (dot-dashed line) components, determined as
described in the text. are also shown. The vertical lines indicate the

electron-density on any carbon atom for each MO as obtained from a




Fig. 4.

Fig. 5.

Fig. 0.

GAUSSIAN 82 calculation.G4USS The energies of each vertical line
are placed at those obtained empirically from PES data,Bischof
Schematic diagramsS3l€M of four of the molecular orbitals are also
given,

b) XPS and XES data for cyclohexane as utilized to obtain the DOS

in a) above, Mills. Mattson  (From Ref. Ramhydc)

A schematic representation of the potential energy curves of a two-
hole state. one-hole state. and the ground state. Matthews Tpe
horizontal axis represents some generalized internuclear axis. The
spread in energy, I, due to vibronic motion is indicated. (From ref.

Matthews; used with permission)

Comparison of CoHg CKVV experimentai (EXP) and theoretical
(THY) spectra as reported by Jennison et al J€10 The bars indicate
the positions and relative intensities of the vertical electronic
transitions as obtained from theoretical SCF calculations. The
smooth curve was produced by summi. 2 the Gaussian broadened bars
utilizing a constant width to provide optimal agreement with

experiment. (From Ref. Jenn; used with permission)

Comparison of the experimental C KVV Auger line shapes (solid
line) obtained from the literature for diamond.Dayan
graphitehou"'g“’*p, benzene Seigbahn cyciohexane Ryeulk ypq

polyethyleneDayan ywith the selt-fold of the DOS (dotted iine)

-obtained as described in the text. {From Ref. Ramhydc)




Fig. &.

Summary of the various processes giving rise to the total Auger line
shape (From Ref. Ramhydc). Core, VB and CB indicaie the core
level. valence band (or filled orbitals), and conduction band (or
empty orbitals) respectively. Spec. (spectator) and part.
(participant) indicate the subsequent fate of the resonantly excited
electron during the Auger process. L.s and f.s. indicate initial-state
and final-state and refer to the state in which the shakeoff event
occurs relative to the Auger decay. N*N and N (N = o ineq. (6))
refer to the approximate line shape, i.e. either a DOS self-tfold, or
just the DOS, with the relative size of AU in the Cini expression (eq.
6) indicated. The resonant satellites occur only under electron

excitation.

Comparison of the Ly3VV theoretical and experimental atomic
Auger matrix elements, Ajy’, for atoms in the 2nd and 3rd rows of the
periodic table (From Ref. ramrevl). Here, A.jp is the matrix
element per filled shell as indicated by eq. 10. and has been
normalized for each atom such that Acpp is 100. The theoretical data
of Mcguire MCEUIre (solid line) have been scaled by factors fog = 1.97.
fsp = 1.23.f5q = 1.33. fpd = 1.27, and f44 = 2.06. that from Walters
and BhallaWNB (dashed line) by fgg = 1.94, fgp = 103, fgq = 1.32.
fpd = 1.24, and t 44 = 2.05, to correspond to the Ar (Z=18) ss and sp
and the Kr (Z=36) sd, pd, and dd experim=ntal data. The datafrom
Chen qnd‘Cra;Semz_mnCNC (cross-hatched symbols) for Ar. Zn and Kr
are unscaled, The crossed symbols for Z = 29 refer to a Cl

calculation for Cu McGuire2



Fig. 9.

Fig. 10.

Fig. 12.

Comparison of the bandwidth (I",4) with the effective hole-hole
repulsion (U€ 4 4) for the metals with electron configuration d6s2
to dwszp2 (from Ref. Ramrev!). Metals with band-like and atomic-
like line shapes are indicated; those between the dashed lines are

"transitional”.

Comparison of the CVV Auger line shapes for the "transitional”
metals as indicated in Fig. 9 with the fold of the one electron DOS.
The vertical bars from Cu and Agindicate results from an atomic
calculation. E, is the core binding energy, E, the Auger electron

kinetic energy. (From Ref. Ramrev1)

Illustration of the effective hole-hole repulsions U€yy, U®p,4,. and
Uegg (U® = aU ineq. 3)and the corresponding interaction
parameter. I". v, or V for the NO3™ anion. GO. BO. and AOQ refer to

group (or cluster), bond and atomic orbitals. respectively.

Comparison of the Mg and Al KL |V and KL,3V spectra for the
metals or alloys indicated. (From Ret. Mgalloys, used with
permission). The horizontal shading for AlgMgg» is an internal
photoemission line which overlaps the A1 KLV spectrum. The
diagonal shaded areas in each case represents roughly the s
contribution to the KL1V line shape. AZ is the difference between

the core charge on the local site versus thaton its neighbors assuming

the equivalent cores model.




Fig. 13.

Fig. 14,

Fig. 16.

Comparison of the Ni Lp3Mys5My5 Auger spectra for the alloys
indicated (From Ref. Andrews; used with permission). The outline of
the spectrum for pure Ni has been superimposed on the alloy spectra

to aid comparison.

The inset in each case show the theoretical Pd DOS calculated within
the Clogston-Wolff model with t = 0.6 (appropriate for the unrelaxed
lattice assumed in the impurity calculations) and t = 0.2 (giving
optimal agreement with the Auger line shape and indicating a lattice
expansion). The Auger profile was calculated using the
corresponding DOS, and hole-hole repulsion parameter, U(lG4).
equal to 3.0 eV. The U values for the other multiplets were obtained
using calculated Slater integrals. F1, and the jj intermediate coupling

scheme. (From Ref. pdlattic: used with permission)

Comparison of the experimental SiLy3VV Auger line shape for
elemental Si:with the theoretical line shape obtained utilizing
optimal matrix elements (dashed line) and with- the matrix elements
predicted from Fig. § (dotted line) (both sets of mairix elements are
given in Table ). The theoretical fits were obtained with U = 0 in
eq. 0.

Comparison of the experimental (EXP) Li KVV and Al LVV Auger
line shapes with theoretical results from various levels of
approximation. "BULK" indicates the results obtained from the bulk
theoretical DOS calculated within a self-consistent linear muffin-tin-
orbital (LMTQO) approximation. "FSR" refers to the final state rule

result which accounts for the non-orthogonality between the valence




Fig. 17.

Fig. 19.

orbitals in the presence and lack of a core hole. "MND" refers to the
full dynamical results, which includes the singularity factors near the
Fermi level (sometimes also called the "orthogonalized
FSR"Ramisry «SURF" refers to the results obtained from a slab
calculation, and thus accounts for surface effects. (From Ref.

almbladh; used with permission)

a) Comparison of the CKVV experimentalRYe2lK and theoretical
Auger line shapes for ethylene gas. The various contributions (kvv,
kv-vwy, k-vwv, ke-v, ke-evv) were obtained as described in the text.
(From Ret. Ramhydc)

b) Comparison of the experimental and theoretical Auger line
shapes for ethylene chemisorbed on Ni(100) at 100 K (#c-bonded
ethylene). The three component (VV. Var * 7 7 ") line shapes
were obtained as described in the text. The relative intensities were
obtained by least squares fit to the experimental data. (From Ref.

Ramethyl).

a) Comparison of the experimental C KVV line shape for
ethaneRY€alK with the total theoretical line shape obtained as
described in the text.

b)  The total theoretical line shape and each of the components as

indicated. (From Ref. Ramhydc)

C KVV x-ray excited Auger line shapes tor ethylene chemisorbed on
Ni(100) at 100K followed by heating to the indicated annealing

temperature as reported by Ramaker et al.Ramethyl




Fig. 20. The Auger spectral shifts as a function of temperature obtained from
the CoH4/Ni(100) Auger spectra of Rye et al.Ryeethyl The energy
scale along the left vertical axis is essentially the effective U at 20K,
and the shift from this energy with increasing temperature, due either
to changing U or changing ionization potential (IP). The right
vertical axis is proportional to the pressure of Dy and is appropriate
for the Dy temperature programmed desorption (TPD) data. The
TPD data reveal that beginning at 300K, the ethylene begins to
dissociate on the Ni surface. (From Ryethyl, used with permission)

Fig. 21.. a) Comparison of the experimental Auger line shape for
polyethvlene from KelberKe!ber and Dayan and Pepperda@yan with
the theoretical total line shape determined as described in the text,
The components in order of increasing energy are kv-vvv, kvv, ke-vve,
and ke-v. (From Ref. Rampoly)

b) The CKVYV Auger line shapesfor the H terminatedda¥an gyrface
of diamond. The A(E) line shape results after the background
subtraction and deconvolution procedures. The H-terminated line
shape is more representative of the bulk since C-H bonds are more
similar to bulk C-C bon‘ds than the =« bonds existing in the clean
surface. Alsoshown is a comparison of the H terminated line shape
with the theoretical kvv line shape. The s *s, s *p, and p *p
components have maxima at 248, 258, and 268 eV, respectively.

(From:Ref. Ramdia)

Fig. 22. The Si Lp3VV Auger line shape for Pd4Si. The insert shows the

calculated Si partial DOS (upper) and its self-fold (lower). The




Fig. 23.

Fig. 24,

Fig. 25.

peaks labeled 'a’ through 'e’ are assigned in the text. (From Ref,

Bader; used with permission).

Comparison of the experimental (solid line) Si Lo3VV Auger line
shape for the three Ca-silicides indicated, with the self-fold of the
theoretical DOS, Np(E) + 0.3 Ny(E), (dotted line). The factor of 0.3
in front of the s DOS is to account for the reduced ss and sp
components seen in elemental solid Si. Also shown for Ca,Siisa
result where the Cini-Sawatzky expression was used to distort the
self-fold with Ugp = Ugg=3 eV and Upy = 0eV. (From Ref. casi:

used with permission)

Comparison of the CKVV dN(E)/dE Auger line shape tfor the metal
carbides indicated. Note the changing intensity of the shoulder
around 270 eV, and the changing nature of the singlet and triplet

structure around 260 eV. (From Ref. Gutsev; used with permission)

The O KLy3L3 Auger spectrum and O 2p* DOS for AgrO. The
dotted line shows the experimental O spectrum on a two-hole binding
energy scale. The top solid line shows the singlet contribution and
the bottom the triplet contribution (reduccd by afactor of 3) to the O
2p* DOS as calculated using a (Ag405)(" cluster with an O atom in
the center. A Lorentzian broadening of 2.4 eV has been applied.
Also shown are the unbroadened states (solid lines) and the multiplet
split atomic states (dashed lines). (From Ref. Tjeng:-used with

permission)




a) Comparison of the experimental L3VV Auger spectra for the
CuX» materials.Yanderlaan The data for X = Cl and Br were shifted
by -1.5 and -2.5 eV, respectively, to bring them into registry with that
for X = F. The data for Cl and Br were Gaussian broadened by 2 eV
for clearer comparison with the F data.

b) Comparison of L3M53V Auger data for the CuXy.vanderlaan ye
datafor X = Cl and Br were shifted by -2.75 and 3 eV for registry with
the F data. The Cl and Br data were broadened by 2eV.

¢)- Comparison of L3VV Auger data for Cuy0, CuO,vanderlaan yng
Bi(2212) [data reported by Weaver,Weaver Hillebrecht,hillebrecht
and Kohikihomki]. No shifts or broadening were performed here.

d) Comparison of L3M53V data for CuCl. Cu and CuCl,.vanderlaan
The data for CuCl, is exactly as in b) above, and the Cu and CuCl
were broadened by 2 eV and placed in registry with that for CuCl,.

(From ref. Ramjes)

Comparison of electron induced (EAES) and positron annihilation
induced (PAES) Cu MVYV Auger spectra for Cu(110). The incident
beam energies were 3 KEV and 25 eV for the electron and positron

beam respectively. (From Ref. Weiss; used with permission) |

Comparison of the total Cu LpaM45M45 Auger spectrum of
elemental Cu with the Auger photoelectron coincident spectra
(APECS) data in coincidence with the L3 (2p3/3). L(2p/3). and
L1(2s) lines; respectively. The AES spectrum is a computer-
generated spectrum in which the multiplet structure is composed

from Lorentzians with 4 full-width half maximum of 1.6 eV, and



multiplet structure and intensities given by theoretical matrix
elements and then fit to the experimental data. (From Ref. Sawatzky;

used with permission).

Fig. 29. Comparison-of nonresonant photon (XAES) and electron (EAES)
excited Auger data with resonantly excited Auger (DES)
. data,CarrollO2 The dominant peaks are indicated as interpreted by
Sambe and Ramaker.S8mbe The verticul lines indicate the expected
peak positions for transitions to states of Oo* as calculated by

Carrol and Thomas. Carroll02

Fig. 30. The effective spin polarization. Pggf. (defined as in the text) and the
M73M45My5 Auger intensity from Fe(100) after appropriate

background subtraction. (From Ref. Spaes: used with permission)

Fig. 31. a) Angle resolved Oxygen KVV Auger spectra for CO co-adsorbed
with K on Ru(001) taken at the polar angles. &, indicated.
b) Quantitative evaluation of the peak intensity for peak 4 (the
4a1:lby transition) in comparison with model calculations assuming

different tilt angles of the CO molecules with respect to the surface.

Fig. 32. LATTICE - An illustration of a ferromagnetic lattice with a low
density of minority spins leading to a metallic system.
DOS and PES - The schematic total DOS and occupied DOS.
PES *PES - The self-convolution of the PES.
AES - The expected Auger spectrum which only has contributions

from those states with two electrons per atom.




Fig. 33.

ISR - a schematic illustration of the application of the Initial State
Rule prescription described in the text and illustrated in Fig, 33.

(Top S panels after Ref. Sawatzky).

Schematic illustration off the final (FS) and initial (IS) state rules
applied toa single-band rectangular DOS, N(E), with greater and
less than half-filled valence bands, respectively. The DOS self-fold
N *N and the Cini distorted self-fold, C(N *N), are also indicated.

The cross hatched areas show the occupied portions of N and N *N,

and the resultant Auger line shape in C(N *N). (After Ref. Ramisfs).
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